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FOREWORD

This report is Number 3 of the Economic Research Series published
by the College of Business, Oklahoma State University. The series is
intended to make the results of significant faculty research, which may
be of interest to many people, available to the general public as well as
to professional colleagues. It follows, then, that studies in this series are
not published on a regular time schedule.

The publications to date in the series relate to local, state and
regional problems. In Report Number 1, The Oklahoma Economy, the
authors provided an over-all integrated view and analysis of Oklahoma’s
economic development since statehood, with emphasis on the period
since 1929. The study also identified promising areas for research and
provided some background for such research. In Report Number 2,
Public Welfare in Oklahoma, the author compared costs and trends in
public welfare programs in Oklahoma with those in seven neighboring
states.

The present study provides a detailed evaluation of alternative
icchniques for estimating county population. The evaluation tests were
conducted for 564 counties in a six-state area. The methodological and
empirical findings will be of particular interest to people in business,

government and education who use county population estimates.

Richard W. Poole, Dean
College of Business

Oklahoma State University
November, 1965
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Chapter 1

THE SIX-STATE STUDY

This publication is a by-product of a three-year regional research
project encompassing the states of Arkansas, Iowa, Kansas, Missouri,
Nebraska, and Oklahoma. It embodies only that part of the research
relating to accuracy tests which were used to evaluate alternative methods
of estimating county population. The major concern of this chapter
is to provide a brief description of the overall six-state pilot project.

The six-state project was carried on with support through the Mid-
west Research Institute in Kansas City, Missouri (Subcontract No. 2571-1
under Prime Contract No. NASr-63(04)). It has been a cooperative pro-
ject involving faculty members at the University of Arkansas, the Uni-
versity of Iowa, the University of Kansas, the University of Missouri,
the University of Nebraska, Oklahoma State University, and the Uni-
versity of Oklahoma. The principal investigators have been W. Nelson
Peach, Richard W. Poole, and James D. Tarver. The project was ini-
tiated formally in February, 1962.

A Basic Problem for Regional Analysis

Attention to regional analysis has grown in the post-World War 11
period. As a result, it has become well recognized that a most important
shortcoming in regional analysis is the lack of adequate, comparable,
reliable, comprehensive data on units smaller than the state level. During
recent decades considerable progress has been made in improving eco-
nomic and social data at the national and state levels. This improve-
ment has made possible a corresponding improvement in the decision-
making process by a wide variety of public and private agencies. Un-
fortunately, this program has not been paralleled by a comparable im-
provement in data for the areas smaller than the state.

1



2 County Population Estimates

Even where data for units smaller than the state government have
been improved in a particular state, the regional analyst faces almost in-
superable problems when he moves across state lines. Each of the 50
states has its own body of tax and spending laws. Some states have in-
come taxes on persons and corporations; others do not. Some states
have sales taxes; others do not. Even in the case of two states having
taxes on income and sales, the taxes will vary with respect to such factors
as rates and coverage. There are wide differences in the administrative
machinery for handling statistical data among the various states. There
are big differences in the interest shown in statistical data among
agencies within a particular state and among the states.

The regional analyst finds himself in the unenviable position of
having developed a body of skills and techniques but lacking the raw
materials in the form of good data inputs on which to test his models.
He is somewhat like a builder with highly skilled craftsmen and tools
but without the steel, brick, lumber and nails required for putting up a
building.

In summary, a basic problem confronting the regional investigator
and/or decision maker is inadequate, incomparable, or nonexistent data.
We believe that one of the essential next steps in regional analysis is
the generation and collection of reasonably uniform, comprehensive
data in a systematic framework for units smaller than the state level.
The six-state project, of which this volume is one part of the resulting
research, represents a modest effort along these lines. Our reference
to the project as a pilot program reflects our conviction that such a
framework and data collection system for regional analysis must eventual-
ly be nationwide. From the inception of the project, it has been our
hope that the cooperative six-state pilot project will provide support
for the emergence of a national program.!

1Recently regional economics was given an important boost by the Federal Government. A
Regional Economics Division in the U.S. Department of Commerce was activated in early 1964.
The primary function of the new division is to develop and maintain measures that reflect the
current economic situation in the various regions of the nation and to provide a means of tracing
tegional economic development. To carry out this function, the division will measure and analyze
factors responsible for geographic differences in levels of economic activity and in rates of economic
growth and development. The new division prepares annual estimates of personal income by states.
Jt is also in process of preparing estimates of personal income received by residents of Standard
Metropolitan Statistical Areas where about % of the income of the nation is received. The division
will also prepare quarterly estimates of personal income by states on a scasonally adjusted basis.
Also in preparation are estimates of personal income in multi-county areas covering the entire
nation. These estimates, prepared for selected years only, will be in about the same industrial and
type-of-income detail as those now published by states. Another important activity of the division
has been the completion of one phase of an analysis of changes in employment by counties between
1940, 1950 and 1960. In this analysis, which is carried out separately for 32 industries in each
county, factors underlying changes in employment are identified and measured statistically. This
analysis is now being prepared for publication in a nine-volume series covering all counties in the
nation.



The Six-State Study 3

Two Basic Concepts

Before proceeding further, it will be advantageous to briefly con-
sider the following two concepts: (1) the concept of region, and (2) the
concept of regional building blocks. The overall research framework
for the six-state project is based on our interpretation of these two
concepts.

Region. Analytically we do not regard “region” as a static concept.
We reject any regional classification scheme that is defined in terms of
inflexible geographic boundaries. What constitutes a region for a
mineral resource problem will, in all probability, require a different
geographic composition than problems associated with water resources,
or marketing, or agriculture. There is no unique regional classification
scheme that satisfies the variety of problems facing the regional in-
vestigator and/or decision maker. Thus, in contrast with static delimita-
tion schemes we argue for a dynamic (functional) interpretation of region
—one which recognizes the existence of an infinite number of over-
lapping, as well as independent, regions. The geographic extent of a
region is shaped by the nature of the problem under study. In short,
we operate on the proposition that to be meaningful, any region must
be functionally defined in terms of the problems at hand.?

For a sample of the literature dealing with the regional concept, see: Richard B. Andrews,
“Mechanics of the Urban Economic Base; The Problem of Base Area Delimitation,” Land Eco-
nomics, XXX, (Madison, Wisconsin: University of Wisconsin, 1954), pp. 309-319; Donald J. Bogue,
State Economic Areas, U. S. Department of Commerce, Bureau of the Census, (Washington, D. C.,
1951), pp. 1-6; Donald J. Bogue, “The Need for an International System of Regions and Sub-
regions,” Papers and Proceedings of the Regional Science Association, 1, (1955), pp. P1-PS; George
H. Borts, “An Approach to Measuring Regional Growth Differentials,” Papers and Proceedings of
the Regional Science Association, IV, (1958), pp. 207-220; Joseph L. Fisher, “Concepts in Regional
Economic Development,” Papers and Proceedings of the Regional Science Association, I (1955), pp.
‘W-1 thru W-20; Morris E. Garnsey, ‘“The Dimensions of Regional Science,” Papers and Proceedings
of the Regional Science Association, 1I, (1956), pp. 27-39; Walter Isard, “Regional Science, The
Concept_of Region, and Regional Structure, ' Fapers and Froccedings of the Regional Science
Association, 11, (1956), pp. 13-26; Walter Isard and Guy Freutel, “Regional and National Product
Projections and Their Interrelations,” Long-Range Economic Projection, Studies in_ Income and
Wealth, XV1, National Bureau of Economic Research, (Princeton: Princeton University Press,
1954), pp. 427-471; Walter Isard, et. al., Methods of Regional Analysis: An Introduction to Regional
Science, (New York: John Wiley & Sons, Inc., 1960), pp. 322-324; A. Losch, “The Nature of
Economic Regions,” Southern Economic Journal, V, (July 1938-April 1939), pp. 71-78; Harvey S.
Perloff, “Problems of Assessing Regional Economic Progress,” Regional Income, Studies in Income
and Wealth, XX1, National Bureau of Economic Research, (Princeton: Princeton University Press,
1957), pp. 37-62; Harvey S. Perloff, Edgar $. Dunn, Jr., Eric E. Lampard, and Richard F. Muth,
Regions, Resources, and Economic Growth, Resources for the Future, Inc., (Baltimore: Johns Hop-
kins Press, 1960), pp. 4-8; Josiah C. Russell, “The Metropolitan City Region of the Middle Ages,”
Journal of Regional Science, 11, No. 2, (1960), pp. 55-70; Charles M. Tiebout, “A Method of
Determining Incomes and Their Variations in Small Regions,” Papers and Proceedings of the
Regional Science Association, I, (1955), pp. F1-F12; Morris B. Ullman and Robert C. Klove, “The
Geographic Area in Regional Economic Research,” Regional Income, Studies in Income and
Wealth, XXI, National Bureau of Economic Research, (Princeton: Princeton University Press,
1957), pp. 87-109; U. S. Bureau of the Census, U. S. Censuses of Population and Housing: 1960,
Geographic Identification Code Scheme, United States PHC (2)-1, (Washington, D. C., 1961), p.
V; US.D.A.,, Economic Research Service, Farm Income 1949-1962, A Supplement to the Farm
Income Situation for July 1963, F1S-191 Supplement, (August, 1963), p. 6; U. S. Department of
Commerce, Office of Business Economics, Personal Income by States Since 1929, (Washington, D. C.,
1956), (Frontispiece); Rutledge Vining, “The Region as an Economic Entity and Certain Variations
to be Observed in the Study of Systems of Regions,”” Papers and Proceedings of the American Eco-
nomic Association, XXXIX, (May, 1949), pp. 90-92; Rutledge Vining, ‘‘Delimitation of Economic
Areas: Statistical Conceptions in the Study of the Spatial Structure of an Economic System,” Journal
of the American Statistical Association, XLVIII, (March, 1953), pp. 44-64; Andrzej robel,
‘“Regional Analysis and the Geographic Concept of Region,” Regional Science Association Papers,
VIII, (European Congress, The Hague, 1961), pp. 37-41.
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Building Blocks. As previously indicated unavailable, inadequate,
and incomparable subnational data constitute a major obstacle for the
regional decision maker or investigator3 For example, aggregate data
are not readily available for the Arkansas River Basin, or the Hugoton
natural gas field, or the Tri-State lead and zinc mining district, or for
the marketing area of a major oil company. Rather than collect economic
progress data on these and other overlapping regions separately, we ad-
vocate its collection in terms of a micro unit that is small enough to
serve as a building block, yet large enough to qualify as a workable
statistical unit. The identification and use of such a micro building
block enables the aggregating of data for an infinite number of regions.

We have selected the county as the basic micro unit for the collec-
tion of economic progress data. The basis for this selection is threefold.
First, the county’s relatively small size qualifies it as a regional building
block. Given comparable data on a county basis, any user can put
together as many counties as may be required for the problem at hand.
Second, we have more pertinent time series data available for the county
than for any other local unit. Third, changes in boundaries are not
expected to disrupt the continuity or historical validity of our county
building block data. It seems likely that any future changes in the
county unit will be toward a consolidation of existing counties rather
than a further subdivision.

The Building Block Data

The types of building block data needed to facilitate regional
analysis and decision making were determined in consultation with other
regional investigators within and without the six-state area; private state-
local civic, planning, and development groups; business firms; and ap-
propriate federal-state-local government agencies. Given our budget
and manpower limitations, it was impossible to incorporate all sug-
gested data items. Thus, through a series of conferences, data priorities
were established. The resulting framework and system of data collection
for the six-state pilot program logically subclassified into two broad
categories: principal measures of economic progress, and supporting
measures of economic progress. The former category includes measures
previously unavailable on a reasonably uniform basis for all 564 coun-
ties. These principal measures are personal income and population. The
generation of these data required the greatest inputs of manpower. They
also involved the major methodological problems. Given these two

;Wemer Hochwald, Editor, Design of Regional Accounts, (Baltimore: Johns Hopkins Press,
1961).



The Six-State Study 5

measures, the user can compute per capita personal income for any de-
sired grouping of counties. Per capita rather than total personal income
is the best single measure of economic progress since higher standards of
living do not necessarily result from increased total personal income. If
population grows more rapidly than does total personal income, eco-
nomic well-being will decline. This phenomenon occurs in many under-
developed regions of the world. Herein lies the explanation for our
designation of population, as well as total personal income, as a prin-
cipal measure of economic progress.

“Income measures are the best starting point for an economic ap-
praisal because (1) income shows how economic activities pay off, (2)
income payments are closely related to the economic welfare of the
people, and (3) it is possible to break down total income into pay-
ments from various sources, which can be related to the major types of
economic activity in an area.”* Dr. W. Nelson Peach of the University
of Oklahoma had the principal responsibility for coordinating the prep-
aration of the county personal income estimates. The state project di-
rectors in the other five states were Dr. Darwin W. Daicoff, University of
Kansas; Dr. Robert N. McMichael, University of Arkansas; Dr. Robert
W. Paterson, University of Missouri; Dr. Wallace C. Peterson, University
of Nebraska; and Dr. Lewis E. Wagner, State University of Iowa.?

The personal income estimates were prepared on an annual basis
for the 1950-1962 period for each of the 564 counties in the six-state
area. Three tables have been prepared for each county.® Table 1 pre-
sents county personal income annually by major component: (1) wages,
salaries and other labor income, (2) proprietor income, (3) property in-
come, and (4) transfer payments. Table 2 presents annual county per-
sonal income by broad industrial souice: (1) farm income, (2) govern-
ment subclassified into (a) federal and (b) state and local, and (8) private
nonfarm income. Table 3 presents annual county wages and salaries
by major industrial source: (1) farm, (2) mining, (3) contract construc-
tion, (4) manufacturing, (5) wholesale and retail trade, (6) finance, in-
surance and real estate, (7) public utilities including transportation and
communication, (8) services, and (9) government.

‘Comparative Economic Progress in the Southeast, as quoted in Harvey S. Perloff, ‘“‘Problems
of Assessing Regional Economic Progress,”” Regional Income, Vol. 21, National Bureau of Economic
Research (Princeton: Princeton University Press, 1957), p. 42.

. 5Glenn H. Miller Jr. initiated the work in Kansas prior to moving to Boston to complete re-
quirements for the Ph.D. Vincent E. Cangelosi directed the work in Arkansas prior to leaving for
a year’s post-doctoral study under a National Science Foundation grant, Conrad Stucky directed
the work in Iowa before accepting a Ford Foundation assignment in Lebanon.

8For an illustration of the format of these tables and other data see: W. Nelson Peach, Richard

W. Poole, and James D. Tarver, County Building Block Data For Regional Analysis: Oklahoma,
(Research Foundation, Oklahoma State University, 1965).



6 County Population Estimates

Given our concepts of (1) region and (2) the county as a building
block, we decided not to incorporate situs adjustments into the county
data, even though such adjustments were computed for counties in
several states. The situs problem is primarily associated with counties
in and near Standard Metropolitan Statistical Areas where large num-
bers of workers commute to the central county.” We are concerned
with the county as a building block. Thus, when we add data on a
group of counties to construct a region, the problem of situs washes out.

The supporting economic progress data are designed to assist the
regional investigator or decision maker in analyzing the trends revealed
by our principal measures of economic progress. They include informa-
tion on such aspects of each county’s economy as agriculture, mining,
wholesale trade, retail trade, manufacturing and banking. Also, data
are presented for selected years on social characteristics such as education,
housing, race and age distribution of the population.

A situation often overlooked by some academicians and statisticians
is that many businessmen, civic leaders and governmental-legislative of-
ficials are unaware of the nature and scope of existing data. One ob-
jective of our supporting economic progress data series is to acquaint
such decision makers with data availability. To facilitate this process,
detailed source notes and explanations for each data component of this
series were prepared in a readable form for use by the layman.? Further,
groups knowledgeable with respect to data sources often find it necessary
to go back over the same source materials and spend much time hashing
and rehashing the same set of data. Even if a person in one state put this
kind of data together, almost surely his method would differ from the
way it would be put together by an individual in another state. It is our
conviction that once such information is available on a comparable basis,
a large number of people will be free to allocate more time to analysis
as well as to concentrate on other areas of study.

A Case Study

To illustrate the use of our building block data, let us briefly ex-
amine a ten-county rural region in the six-state area. As the following
comments indicate, the ten counties comprise a depressed area.

7The problem becomes acute in such areas as Kansas City and St. Louis. Net commuting fig-
ures for selected counties in Illinois and Missouri to St. Louis County and St. Louis City are as
follows: St. Clair County, Illinois, 15,285; Madison County, Illinois, 4,591; Monroe County, Illinois,
1,050; Clinton County, Illinois, 358, Randolph County, Illinois, 322; Jefferson County, Missouri,
2,195; Lincoln County, Missouri, 693; St. Francois County, Missouri, 605; and Washington County,
Missouri, 302. A similar magnitude of commuting exists in Kansas City. For example, net com-
muting from Johnson County, Kansas to Kansas City, Missouri, is 12,239.

8W. Nelson Peach, et al., Source Notes and Explanations To County Building Block Data For
Regional Analysis: Arkansas, Iowa, Kansas, Missouri, Nebraska and Oklahoma, (Research Foun-
dation, Oklahoma State University, 1965).
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During the period 1950-1962 personal income in the United States
almost doubled, but in our ten-county region personal income increased
some 70 percent. Nationwide, about 20 percent of personal income
comes from government (federal, state and local). In our ten-county
area 44 percent comes from government. For the United States transfer
payments account for about 8 percent of personal income. In our ten-
county area the figure is around 30 percent. Nationwide, manufactur-
ing wages and salaries account for some 23 percent of personal income.
But in the ten county area only 5 percent comes from manufacturing
wages and salaries.

Low income translates into substandard housing and inadequate sani-
tary facilities not only in large cities but also in rural America, as re-
flected by the following aggregated data on our ten low-income rural
counties. Of 49,590 housing units only 50 percent have flush toilets.
Fifty-one percent of the housing units have no bathing facilities. Only 49
percent of the units have hot and cold piped water inside the structure.

Our supporting economic progress data provide insight into problems
which should be dealt with by programs designed to assist such regions
of poverty. To illustrate, although median age for our ten-county low-
income rural region does not vary significantly from the national median,
the age distribution of the population is bimodal. This reflects the
high out-migration of the population in the productive age groups.
While the ten counties have experienced a 30 percent decline in popula-
tion since 1930 (from 204,256 to 143,552), the population 55 years and
over has increased 96 percent, whereas the population in the 20-34 age
group has declined 59 percent. The 20-34 age group declined from 43,981
to 18,116, whereas the number of persons 55 years and over increased
from 18,399 to 36,012. "L'his redistribuiion of population by age groups
explains, in part, the relative growth of the transfer payment component
of personal income in the region. When the foregoing age character-
istics are combined with the area’s median educational level of slightly
more than eight years, one becomes painfully aware of the problems
confronting this depressed region. While traditional development pro-
grams may raise such a region’s level of personal income, there is no as-
surance that the people most needing improved incomes will be able to
participate to any measurable extent in the newly created economic op-
portunities.

Organization of This Publication

The remainder of this document embodies only that part of the re-
search connected with the accuracy tests which were used to evaluate
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alternative methods of estimating county population. A brief sketch
of the chapter organization follows.

Chapter II is devoted to a description of alternative methods of
estimating county population. Chapter III reviews previous accuracy
tests which have been made of the alternative methods of estimating
county population. Chapter IV deals with the statistical model developed
as a part of the six-state study to evaluate the accuracy of alternative
county population estimation techniques. Chapter V describes five
preliminary tests which were undertaken with the statistical model.
Chapter VI deals with the derivation of the county population estimates
that were required for the six-state evaluation tests. Chapter VII deals
with the six-state accuracy tests of alternative techniques of estimating
county population. Chapter VIII provides a critique of procedures con-
ventionally used in determining accuracy and those employed in the
six-state study, as well as a discussion of other appropriate parametric
and nonparametric tests. Chapter IX, Summary and Conclusions, com-
pletes the study.



Chapter 11

COUNTY POPULATION
ESTIMATION TECHNIQUES

The Federal government takes complete censuses of county popula-
tion every ten years, in years ending in 0. Between decennial censuses,
the Bureau of the Census conducts special population censuses of coun-
ties only at their request and expense. Only two of the 50 states take
population censuses. Kansas takes an annual census of county popula-
tion as of January 1 each year and Massachusetts conducts a census in
years ending in 5.

The Bureau of the Census prepares annual July 1 population esti-
mates of states, but it does not make annual population estimates of coun-
ties, except in special cases. Since annual county population estimates are
necessary for the computation of yearly birth and death rates, public
assistance and welfare loads, and for the allocation of state tax revenues
in certain states, numerous state and local agencies have had to develop
their own annual intercensal population estimates to meet local needs.
The county population estimation work in the various states proceeded
largely on a Jocal basis for many years without any direct guidance from
the Bureau of the Census. Consequently, a variety of diverse estimation
methods employing numerous calculation procedures have been used
at one time or another by various local or state agencies.

Only the most conventional and standardized methods will be dis-
cussed in this chapter.r The first four major sections of this chapter
describe the following four widely used estimation techniques for

iHenry S. Shryock, Jr., ‘‘Development of Postcensal Population Estimates for Local Areas,”
with discussion by John N. Webb and Ormond C. Corry, National Bureau of Economic Research,
“Studies in Income and Wealth,” Vol. XXI, Regional Income (Princeton: Princeton University
Press, 1957), pp. 377-399; Jacob S. Siegel, “Status of Research on Methods of Estimating State and
Local Population,” Proceedings of the Social Statistics Section, American Statistical Association (Wash-
ington, D.C., 1960), pp. 172-179; U. S. Bureau of the Census, Current Population Reports, Popula-
tion Estimates, ‘‘Local Population Estimates Prepared by State and City Agencies: Mail Survey of
1960, Series P-25, No. 244, March, 1962.

9
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April 1, 1960 estimates: First, Component Method II; second, the Vital
Rates Method; third, the Bogue-Duncan Method; and fourth, the Census
Variation of the Composite Method. The fifth major section of this chap-
ter provides a somewhat briefer discussion of the other methods which
either have had restricted use or else are now in the process of being
perfected.

Component Method II

This method, which was developed by the Population Division of
the Bureau of the Census over a relatively long period, is one of the most
extensively used methods of making annual county population estimates.
It first appeared in published form in 1956.2 Component Method II
has been very popular and has been applied by the Bureau of the Census
and by state and local agencies in preparing annual state, city, and
county population estimates.?

Component Method II involves a laborious computational procedure
and is one of several component methods of making county population
estimates. The primary feature of Component Method II, which differ-
entiates it from all other component methods, is the procedure employed
in estimating net civilian migration. In estimating this component, it
compares the reported number of elementary school children on each
estimate date with the expected number of elementary school children
surviving from the appropriate age group in the last decennial census.

Component Mecthod II is designed specifically for making postcensal
cstimates of the total population of counties. It does not provide esti-
mates by age, sex, and race categories, although separate total white and
non-white populations can be estimated whenever the basic county input
data are available. The generalized formula for computing the April 1,
1960 county population estimates by Method II is as follows:

Pyjimox=Poxt-Bic—Dic+-Mye+M e+ Prose-€351mots 1)
where Py, is the April 1 county population estimate of the ith estimate
year (1960), for the kt county; P, is the civilian population at the last
decennial census date (April 1, 1950) for the k®* county; By, and Dy
respectively, are the number of births and the number of deaths occur-
ring between the last decennial census and the it estimate date for the

83U, S. Bureau of the Census, Current Population Reports, Population Estimates, “Illustrative
Example of a Method of Estimating the Current Population of Subdivisions of the United States,”
Series P-25, No. 138, March, 1956; “Estimates of the Population of States: July 1, 1950 to
1956,” Series P-25, No. 165, November, 1957; and *Illustrative Procedure of the Census Bureau's
Component Method 1 For Estimating Current Population,” March, 1965.

8James D. Tarver and Jeanie Hill, IBM 650 Program Instructions For Estimating the Current
Population of Subdivisions of the United States By Bureau of the Census’ Method Il and the Vital
Rates Method, Oklahoma Agricultural Experiment Station Processed Series P-344, Stillwater, March,
1960; and James D. Tarver, ““Computer Programs for Estimating and Projecting County, City, and
Other Local Subdivisional Populations,’”” Behavioral Science, 8 (April, 1963), pp. 165-168.
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ktt county; My, is an estimate of the net civilian migration between the
last decennial census and the itt estimate date in the k™ county; My, is
an estimate of the net movement of civilians into the Armed Forces be-
tween the last decennial census and the ith estimate date for the ktb
county; P,y is the number of persons in the Armed Forces stationed in
the k* county on the ith estimate date; and e€jmo is the error in the
measurement of the six specified components, plus all other measurement
errors.

The six components which constitute the basic input data for the
April 1, 1960 county population estimates in the six-state region for
the evaluation tests, which are described in Chapter VI of this publica-
tion, were obtained from the following sources: First, the civilian popula-
tion (P,) of each (k) county at the last decennial census date (P,;) was
obtained from the published April 1, 1950 Federal decennial censuses
of population; second, the annual county resident deaths and resident
live births, which are the second and third components, were obtained
from the departments of vital statistics in each state; third, the number
of persons in the Armed Forces stationed in each county (Pg;) on each
estimate date was obtained from the five branches of the Armed Forces
—Departments of the Air Force, Army, Navy, Marine Corps and Coast
Guard. Some figures came from national, regional and local military
establishments; fourth, the net movement of civilians into the Armed
Forces (My;) from each k® county for the April 1, 1960 estimate date
was calculated, using the male population 18-24 years of age on the last
decennial census date and the state net losses to the Armed Forces, which
were computed by the Bureau of the Census; and fifth, the net civilian
migration (Mjy,) for each kt* county between the last decennial census
and the April 1, 1960 estimate date was obtained by comparing the
actual number of elementary school children in grades 2-8 on each
estimate date with the expected number surviving to ages 7.5 to 15.49. In
estimating the net civilian migration between the last decennial census
and each i* estimate date, Component Method II uses national migration
factors which represent the ratio of the migration rate of the total
population to the migration rate of the elementary school population
for each estimation period.

The Vital Rates Method

The Vital Rates Method is perhaps the most popular of all standard-
ized estimation techniques because of its simplicity. Professor Bogue!

‘Donald J. Bogue, ““A Technique for Making Extensive Population Estimates,” Journal of the
American Statistical Association, 45 (June, 1950), pp. 149-163.
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originally developed this method, and the Bureau of the Census further
refined it by introducing a number of modifications in computational
procedures.®

The Vital Rates Method assumes that changes in the number of
births and deaths of counties reflect similar changes in the size of the
total county population. Specifically, it assumes that the changes in the
birth and death rates in each county are proportionate to the changes
in the state birth and death rates, respectively, between the last
Federal decennial census date and the postcensal estimate date. The
generalized formula used in estimating the April 1, 1960 population of
counties by the Vital Rates Method is as follows:

I/Z(Bik‘{—Bik—l) n I/Z(Dik+Dik—1)

By FBrym—Bmion) D@+ (D r)in—D®)yon)
Piok = +Pmlk+€1mok»(2)

Is}
o

where By, and D, are, respectively, the number of births and deaths for
the itt (1960) estimate year for the ktt county; By, and Dy, are, respective-
ly, the number of births and deaths for the year (1959) preceding the
April 1, 1960 estimate date in the k'* county; Bgryx and D)o are,
respectively, the crude birth and death rates for the ot base period (the
average 1949-1950 rates) for the ktt county; B gy, and D g,s, are, respec-
tively, the crude birth and death rates for the it (1960) estimate year for
the nt state; B g)on and D ), are, respectively, the crude birth and
death rates for the ot base period for the nt® state; Py is the number of
persons in the Armed Forces in the kt county on the ith estimate date;
and € is the error in the measurement of the specified components,
plus all other measurement errors.

The Vital Rates Method makes two separate estimates of the civilian
population of each county by applying estimated birth and death rates;
it then averages the population figures of the two different estimates;
finally, it adds the number of military personnel stationed in each
county on the estimate date to obtain the estimated total county popula-
tion.

The following eight major calculations were involved in computing
the April 1, 1960 county population estimates by the Vital Rates Method:
First, the crude birth and death rates (rates per 1,000 population) for
each county and the state were estimated for the base period, using 1949

SBureau of the Census, Current Population Reports, Population Estimates, * f£stimates of the
Population of Continental United States, By Regions, Divisions, and States, and of Alaska, Hawaii,
Puerto l}lgcg?i The Canal Zone and the Virgin Islands: July 1, 1950 to 1953,” Series P-25, No. 97,
August, .
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and 1950 resident live births and deaths and the estimated April 1, 1950
civilian populations; second, the 1960 crude birth and death rates of
the civilian population for the state were then estimated; third, each
county’s estimate-year (1960) resident live births were averaged with
the corresponding births for the previous year (1959) and deaths were
averaged in a similar manner; fourth, then, state crude birth and death
rates during the base period 1949-1950 were subtracted from the cor-
responding rates in the 1960 estimate year; fifth, the 1949-1950 to 1960
state change in crude birth and death rates were added to each county’s
1949-1950 crude birth and death rates, respectively, to obtain “expected”
1960 county birth and death rates of the civilian population for each
estimate year; sixth, the April 1, 1960 civilian population estimates were
made by dividing the “expected” 1960 county birth and death rates
into the “expected” births and deaths for the estimate year (described
in third above); seventh, the two separate April 1, 1960 county civilian
population estimates computed by birth rates and by death rates, respec-
tively, were then averaged; and eighth, the number of military personnel
stationed in each county on April 1, 1960 was added to obtain April 1,
1960 estimates of the total population by the Vital Rates Method.

The computational procedure for making the annual July 1, 1950
to July 1, 1959 county population estimates varies slightly from that
outlined for calculating the April 1, 1960 population estimates.®

The Bogue-Duncan Composite Method

In 1959 Professor Bogue developed an ingenious procedure to obtain
annual county population estimates by age, sex, and race character-
istics.? Since this method incorporated various computational features

of other existing estimation techniques, he used the term “Composite”
to identify this newly developed estimation method.

The Bogue-Duncan Composite Method estimates the April 1, 1960
county population by age, race, and sex characteristics from school en-
rollment data, births, deaths, and Armed Forces strength figures, using
specified indices for the base year (1949-1950) and for the estimate year
(1960). The detailed county population estimates for April 1, 1960 are
then summed to obtain the total estimated county population for all ages.

oIn estimating the mid-year intercensal county population for say July 1, 1959, the procedure
in step three above calls for a proportional adjustment of an average of the total 1958 and 1959
county births and deaths, respectively, to the corresponding state births and deaths in the estimate
year (1959). However, in the county estimates for April 1, 1960, the average 1959 and 1960 county
births and deaths are used without adjustment to the state total in 1960.

7Donald J. Bogue and Beverly Duncan, “A Composite Method for Estimating Postcensal Popu-

lation of Small Areas by Age, Sex, and Color,” National Office of Vital Statistics, Vital Statistics—
Special Reports, Volume 47, Number 6, August 24, 1959.
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Even though the Bogue-Duncan Composite Method originally pro-
vided detailed population estimates by 5- and 10-year age groups, various
age groupings may be used. For example, a recent abbreviated version of
this method provides estimates for the following five broad age groups:
0-4, 5-17, 18-44, 45-64, and 65 years of age and over.® The population
estimates for each of the five age groups are derived from the following
basic data: the number of children under 5 years of age on April 1, 1960
are estimated from ratios of children under 5 to females aged 18-44
(Bogue originally used females aged 20-34) ; the number of children 5 to
17 years of age are estimated by a component method, using school
enrollment or school census data; the number of persons 18-44 are esti-
mated by the fertility ratio (births to women aged 18-44) and sex ratios;
and the number of persons 45-64 and 65 years of age and over are esti-
mated by the number of deaths and death rates. The military personnel
residing in each county on April 1, 1960, by age, sex, and race, are then
added to the civilian population estimates to obtain the total April 1,
1960 population estimates, by age, race, and sex.

Writing a complete generalized formula for the computation of the
April 1, 1960 county population estimates by the Bogue-Duncan Com-
posite Method is a rather tedious undertaking, for various rates and
ratios enter into the actual calculations for all of the broad age groups.
Since one can vary the number of age groups, the specific formula can
be written in various ways.

The detailed computational procedure is carefully outlined in the
original publication? and a modified version for five broad age groups
was drafted by the Staff of the Study Group on Postcensal Population
Estimates, Public Health Conference on Records and Statistics, to serve
as a guide for the computation of county population estimates for the
states of Montana, Ohio, Oregon, and Pennsylvania.1®

The Census Variation of the Composite Method

The Bureau of the Census has simplified the original Bogue-Duncan
Composite Method and has modified the estimation procedures to in-
crease the accuracy of the composite estimation technique. Its version

8Jacob S. Siegel, “Status of Research on Methods of Estimating State and Local Population,”
Proceedings of the Social Statistics Section, American Statistical Association (Washington, D. C.,
1960), pp. 172-179.

%See reference cited in footnote 7.

1oJacob S. Siegel, Chief, National Population Estimates and Projections Branch, Population
Division, Bureau of the Census, served as chairman of the Study Group. He prepared a series of
memos outlining the recommended computational procedures for each of the major estimation
methods and provided various national and state ‘“‘controls” needed in the actual calculations. These
memos are rather exhaustive and, altogether, constitute the most detailed account which has ever
been drafted of computations for the specified methods.
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of the Bogue-Duncan Composite Method, which provides county popula-
tion estimates for five broad age groups by color, has been descriptively
labeled as the Census Variation of the Composite Method.!!

The Census Variation of the Composite Method uses the Component
Method II procedure and school enrollment data to estimate the county
population under 5, 5-17, and 18-44 years of age. It employs deaths and
death rates to estimate the county population 45 to 64 and 65 years of
age and over. The military personnel stationed in the county on April
1, 1960, by age, are then added to the estimates for each of the five separate
age groups. Then, these five different age categories are summed to
obtain the total April 1, 1960 county population estimates.

Since the generalized formula for calculating the April 1, 1960
population of counties by the Census Variation of the Composite Method
requires extensive sets of rates, ratios, and national conversion factors
for all five broad age groups, the precise formula will not be written,
for it is too cumbersome to specify concisely in its entirety. The de-
tailed computational procedure has been carefully outlined elsewhere.!2

Other Methods

In addition to the four methods discussed above, there are numerous
other techniques which have received rather extensive use.

Bureau of the Census Component Method 1,3 which determines the
county net migration rate on each estimate date from changes in local
school-age population as compared with changes in the national school-
age population, has been used rather extensively, for its computational
procedure is much simpler than that for Component Method II.

Component Methods I and II are the most popular of all so-called
Migration-and-Natural Increase estimation methods. In other versions
of the Migration-and-Natural Increase Method, net migration is estimated
by various procedures, using either school data or migration in a previous
census decade.l4

The Natural Increase Method, which estimates county population
by adding the natural increase (births minus deaths) to the population

18ee reference cited in footnote number 8.

125ee footnote pumber 10 and the reference cited in footnote number 8.

18y. S. Bureau of the Census, Current Population Reports, Population Estimates, “Illustrative
Examples of Two Methods of Estimating the Current Population of Small Areas,” Series P-25, No.
20, May, 1949; and ‘“Suggested Procedures for Estimating the Current Population of Counties,”
Senes P-47, No. 4, April, 1947,

4y, S, Bureau of the Census, Current Population Reports Population Estimates, ‘‘Current

Status of Population Estimates Prepared by State Agencies,”” Series P-25, No. 116, June, 1955, and
“Local Population Estimates Prepared by State and City Agencies: Mail Survey of 1960,” Series
P-25, No. 244, March, 1962.
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enumerated in the last Federal decennial census, assumes that the net
migration during the estimation period is zero.!s This method has not
been widely used.

The Censal Ratio Method has been used occasionally in estimating
county population.’6 The procedure involves the multiplication of cur-
rent symptomatic data by the ratio of the population to the basic indi-
cator (school data, births, deaths, and numerous other variables) at the
last population census. In some instances the ratio is based upon a
time series trend. The Censal Ratio Method may be a simple one,
using only a basic indicator, such as the change in the number of oc-
cupied dwelling units,’? or it may be a complex one involving several
basic indicators, weighted in various ways.

The Proration Method assumes either that the current population
of counties is distributed proportionately throughout the state as at the
time of the last Federal decennial census or that the ratio of population
to symptomatic data is the same for all counties.’® Annual county
population estimates are made either on the basis of the population at
the last census or upon current symptomatic data, such as school data,
births, deaths, or other variables. Some have characterized this estima-
tion procedure as an apportionment or ratio technique.

The following two extrapolative methods have been used by many
agencies in preparing annual county population estimates: Arithmetic
Extrapolation and Geometric Extrapolation.?® The Arithmetic Extra-
polation Method assumes that the yearly population change of a county
during the estimation period is identical to the average yearly change
during a recent period, usually that of the last decennial census period.
On the other hand, the Geometric Extrapolation Method assumes that
the annual rate of population change during the estimation period is
identical to that of a recent period. Both of these extrapolation methods
exclude all available annual data for each year since the last Federal
decennial census.

The Bureau of the Census is perfecting the Regression Method which
may prove to be simpler to apply than the tedious Component Method
II or one of the Composite Methods and may also prove to be a more

15See the two references cited in footnote number 14.

#5ee the two references cited in footnote number 14.

7U. S. Bureau of the Census, Current Population Reports, Population Estimates, 'Estimates of
the Population of the Standard Metropolitan Areas of Houston, Milwaukee, St. Louis, and Washing-
ton, D. C.: January 1, 1956,” Series P-25, No. 137, May, 1956; and “Estimates of the Population of
the New Orleans Standard Metropolitan Area: July 1, 1956,” Series P-25, No. 156, April, 1957.

158ee the two references cited in footnote number 14.

wIbid.
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accurate estimation technique. State population estimates have been
prepared by the Regression Method in combination with Component
Method II20. Although the Bureau of the Census has not prepared
county population estimates by the Regression Method, this method is
practically the same procedure as the Ratio-Correlation Method used
by others in the preparation of county population estimates in the States
of Michigan and Washington.?! However, it is much to early to speculate
whether the Regression Method will eventually replace other methods
of estimating county population.

As formulated by the Bureau of the Census, the Regression Method
relates changes in selected series of data to changes in population. The
six series of data employed in the 1960-1964 state population estimates
were as follows: births, deaths, elementary school enrollments, number
of Federal individual income tax returns filed, passenger automobile
registrations, and employees on nonagricultural payrolls.2?

Summary

This chapter has described the computational features of the major
standardized methods which have been employed in estimating the
population of counties. The four most extensively used methods dis-
cussed were Component Method II, the Vital Rates Method, the Bogue-

Duncan Composite Method, and the Census Variation of the Composite
Method.

Other estimation methods which received briefer mention in this
chapter were Component Method I, other Migration-and-Natural In-
crease methods, the Natural Increase Method, the Censal Ratio Method,
the Proration Method, the Arithmetic and Geometric Extrapolation
methods, and the Regression Method. The last named method appears
to be a promising technique and is currently being perfected by the
Bureau of the Census.

2Meyer Zitter and Henry S. Shryock, Jr., “Accuracy of Methods of Preparing Postcensal
Population Estimates for States and Local Areas,” Volume 1, Demography _(1964),“pp._227-241; and
U. S. Bureau of the Census, Current Population Reports, Population Estimates, ' Estimates of the
Population of States; July 1, 1963, with Preliminary Estimates for July 1, 1964, Series P-25, No.
289, August, 1964.

7nDavid Goldberg, Allen Feldt, and J. William Smit, “Estimates of Population Change in
Michigan: 1950-1960," Michigan Population Studies No. 1, Program For Research in Population
and Human Ecology (Ann Arbor: The University of Michigan, 1960); and Robert C. Schmitt and
Albert H. Crosetti, “‘Accuracy of the Ratio-Correlation Method For Estimating Postcensal Popula-
tion,” Land Economics, Vol. XXX, No. 3 (August, 1954), pp. 279-280.

2See the reference cited in footnote number 20,
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PREVIOUS TESTS OF ACCURACY

A number of reports comparing the accuracy of various methods
of making postcensal county population estimates have been published.
This chapter is designed to provide a summary of these studies. This
will be accomplished in the following manner. First, the four most
comprehensive studies will be identified and their findings briefly re-
viewed. Second, inconsistency of findings among the four studies will
be discussed.

Findings of Four Comprehensive Studies

The four studies identified as the most comprehensive are designated
as follows: Study I—Bureau of the Census evaluation tests for selected
metropolitan counties; Study II—evaluations by the Study Group on
Postcensal Population Estimates, Public Health Conference on Records
and Statistics, for counties in the four states of Montana, Ohio, Oregon
and Pennsylvania; Study III—the Schmitt-Crosetti evaluations for coun-
ties in the State of Washington; and Study IV—the Goldberg-Balakrish-
nan evaluations for counties in the State of Michigan. Table 1 provides
information relevant to each of these four studies.

Tests of 1960 population estimates for counties in Tennessee, Vir-
ginia, Wisconsin, and other states, which are not reviewed in this
chapter, showed results that are similar to those of the four studies
discussed below.!

1For further reference to the accuracy of various estimation techniques for counties in
these and other states, see: Jacob S. Siegel, “Status of Research on Methods of Estimating State
and Local Population,” Procecdings of the Social Statistics Section, American Stalistical Association
(Washington, D.C., 1960), pp. 172-179; U. S. Bureau of the Census, Current Population Reports,
Population Estimates, “Estimates of the Population of the Standard Metropolitan Areas of Houston,
Milwaukee, St. Louis, and Washington, D.C.: January 1, 1956," Series P-25, No. 137, 1956; and
‘“Estimates of the Population of the New Orleans Standard Metropolitan Area: July 1, 1956,”
Series P-25, No. 156, 1957; U. S. Department of Health, Education, and Welfare, Public Health
Service, National Center for Health Statistics, National Vital Statistics Division, The Public Health
Conference on Records and Statistics, Preliminary Report of the Study Group on Postcensal Population
Estimates, Document No. 520.6—6/11/62; and Meyer Zitter and Henry S. Shryock, Jr., *‘Accuracy
of Methods of Preparing Postcensal Population Estimates for States and Local Arcas,”” Volume 1,
Demography (1964), pp. 227-241.

18
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TABLE 1
AVERAGE ABSOLUTE PERCENTAGE DEVIATIONS OF
SELECTED 1950 AND 1960 COUNTY POPULATION
ESTIMATES, PREPARED BY ELEVEN DIFFERENT METHODS
IN FOUR EVALUATION STUDIES

STUDY 1 STUDY 1I STIIJIlI)Y STlIJ\II)Y
Selected Metropolitan
Method Counties in the Counties in Wash- Mich-
United States Four Selected States, 1960 ington igan
Coun-  Coun-

Mon- Pennsyl-  ties, ties,
19501 19602 tana® Ohio® Oregon® vaniat 19505 19608
1) (2) %) [€)] (%) (6) ) (8)

Average Percentage Deviations

Component Method I__ 9.2 NA NA NA NA NA NA NA
Component Method II_ 6.6 59 146 6.9 4.5 45 NA 4.7
Vital Rates 6.3 5.1 135 4.7 5.6 2.7 115 6.3

Arithmetic

Extrapolation _____ 183 NA 104 55 128 NA 163 NA
Geometric

Extrapolation _____ 164 NA NA NA NA NA NA NA
Natural Increase —____ 15.7 NA NA NA NA NA NA NA
Bogue-Duncan

Composite ________ NA NA NA 34 NA NA NA 5.1

Ratio-Correlation ____ NA NA NA NA NA NA 7.4 3.5

Apportionment ______ NA NA NA NA NA NA 289 NA
Proration ___________ NA NA NA NA NA NA 8.7 NA
Censal Ratio ——_______ NA NA NA NA NA NA 70 NA

The notation NA means not applicable.

1See the reference cited in Footnote number 2.

2 See the reference cited in Footnote number 3.

3 See the reference cited in Footnote number 4.

¢ See the reference cited in Footnote number 5.

& See the references cited in Footnote number 6.

6 See the references cited in Footnote numbers 7, 8, and 9.

Study I The April 1, 19502 and the April 1, 1960° estimates for

selected metropolitan counties, which were prepared by the Bureau of
the Census, show that the Vital Rates Method gave smaller average per-
centage errors than did Component Method II (Table 1, columns 1 and
2). However, as shown in Table 1, column 1, both the Vital Rates Method
and Component Method II gave consistently smaller average percent-
age errors in estimating the April 1, 1950 population of selected metro-
politan counties than did Component Method I, the Natural Increase
Method, the Arithmetic Extrapolation Method, and the Geometric Extra-
polation Method.

2 Henry S. Shryock, Jr., “Development of Postcensal Population Estimates for Local Areas,”
with discussion by John N. Webb and Ormond C. Corry, National Bureau of Economic Research,
Vol. XXI, Regional Income, (Princeton: Princeton University Press, 1957), pp. 877-399.

SMeyer Zitter and Henry S. Shryock, Jr., ‘‘Accuracy of Methods of Preparing Postcensal Popula-
tion Estimates for States and Local Areas,” Volume 1, Demography (1964), pp. 227-241.
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Study IL. In a comparison of April 1, 1960 postcensal county popula-
tion estimates in four states conducted by the Study Group on Postcensal
Population Estimates, Public Health Conference on Records and Statis-
ticst, the following contradictory results, based upon average percentage
errors by selected estimation methods, were obtained: First, the most
accurate methods for Ohio counties, in the order of their precision,
were the Bogue-Duncan Composite Method, the Vital Rates Method,
the Arithmetic Extrapolation Method, and Component Method II;
second, the most accurate methods for Oregon counties, in the order of
their precision, were Component Method II, the Vital Rates Method, and
the Arithmetic Extrapolation Method; third, the most accurate methods
for Montana counties, in the order of their precision, were the Arith-
metic Extrapolation Method, the Vital Rates Method, and Component
Method II; and fourth, an examination of two methods of estimating
Pennsylvania county population revealed that the Vital Rates Method
was superior to the Component Method ILS

Study III. In an analysis of April 1, 1950 population estimates for
the 39 counties in the State of Washington, the Censal Ratio Method
was the most accurate, followed, in order, by the Ratio-Correlation
Method, the Proration Method, the Vital Rates Method, the Arithmetic
Extrapolation Method, and the Apportionment Method.

Study IV. In an evaluation of April 1, 1960 population estimates
for the 83 counties in the State of Michigan, the Ratio-Correlation
Method was the most accurate, followed in order, by Component Method
11, the Bogue-Duncan Composite Method, and the Vital Rates Method.”

Inconsistency of Findings Among Studies

The foregoing publications which analyzed county population
estimates failed to demonstrate conclusively which method was most
precise. Moreover, the findings were inconsistent from one study to
another. Nevertheless, the average percentage error in postcensal popula-

4 U. S. Department of Health, Education, and Welfare, Public Health Service, National Center
for Health Statistics, National Vital Statistics Division, the Public Health Conference on Records
and Statistics, Preliminary Report of the Study Group on Postcensal Population Estimates,
Document No. 520.6—6/11 /62.

5 The April 1, 1960 Pennsylvania county population estimates were prepared under the auspices
of the Study Group on Postcensal Population Estimates, but were published separately; see Com-
monwealth of Pennsylvania, Department of Internal Affairs, Bureau of Statistics, ‘“‘Report of
Tests Made of Vital Rates and Census IT Methods of Estimating County Population” (mimeographed).

¢ Robert C. Schmitt, “Short-Cut Methods of Estimating Ccunty Population,” Journal of the
American Statistical Association, 47 (June, 1952), pp. 232-238; and Robert C, Schmitt and Albert H.
Crosetti, ‘‘Accuracy of the Ratio-Correlation Method for Estmiating Postcensal Population,” Land
Economics, 30 (August, 1954), pp. 279-281.

7 David Goldberg and T. R. Balakrishnan, “A Partial Evaluation of Four Estimation Techni-
ques,” Michigan Population Studies No. 2, Program for Research in Population and Human
Ecology (Ann Arbor: The University of Michigan, 1961). The April 1, 1960 county population
cstimates were based upon extrapolations of July 1, 1958 county population estimates.
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tion estimates generally declined as population size increased and as the
rate of population change during the previous census decade increased.
Component Method II was generally more accurate (in terms of average
percentage errors) than the Vital Rates Method for (1) metropolitan
counties having central cities, (2) counties with large populations, and
(3) counties with small rates of population change in the previous census
decade. On the other hand, the Vital Rates Method was generally
superior to Component Method II for (1) counties with small popula-
tions, (2) counties with large rates of population increase in the previous
decade, and (3) for suburban counties.

In summary, the findings of the four studies of postcensal county
population estimates reviewed above were contradictory. In eight
separate comparisons, six different estimation methods were shown
to be most precise. Three of the eight comparisons indicated that the
Vital Rates Method was superior (see the average percentage deviations
for the 1950 and 1960 metropolitan county estimates and the 1960
Pennsylvania county estimates in Table 1); one comparison indicated
that the Bogue-Duncan Composite Method was superior (see the aver-
age percentage deviations for the 1960 Ohio county estimates in Table
1); another comparison indicated that Component Method II was superior
(see the average percentage deviations for the 1960 Oregon county esti-
mates in Table 1); another indicated that the Arithmetic Extrapolation
Method was superior (see the average percentage deviations for the 1960
Montana county estimates in Table 1); another indicated that the
Censal Ratio Method was superior (see the average percentage deviations
for the April 1, 1950 Washington county estimates in Table 1); and the
eighth comparison indicated that the Ratio-Correlation Method was
superior (see the averagc percentage deviations for the April 1, 1960
Michigan county estimates in Table 1).2 It is impossible to determine
from these conflicting conclusions whether any one of the six methods
purported to be the most precise was actually more accurate than any
of the other methods discussed.

Apparently, there are three major reasons for the inconclusive find-
ings on the accuracy of the estimation methods. First, the quality of the
basic data, especially county school enrollments, varies from state to
state. This greatly affects the reliability of Component Method II
estimates. Second, in some of the computations the estimation methods
were modified. For example, some county estimates were adjusted to

8 David Goldberg, Allen Feldt, and J. William Smit, ‘‘Estimates of Population Change in
Michigan, 1950-1960,” Michigan Population Studies No. 1, Program for Research in Population
and Human Ecology (Ann Arbor: The Universitv of Michigan, 1960).
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independent state population estimates. On the other hand, some
county estimates were not adjusted to independent state population
estimates. Third, another explanation for the inconclusive findings
of the published evaluation tests lies in the statistical procedure employed
in gauging the accuracy of different estimation methods. Briefly, the
conventional method of determining the accuracy of the various methods
of estimating county population is to obtain the numerical difference
between the postcensal county population estimate and the enumerated
population from the Federal decennial census of population for each
county. Then, the absolute percentage deviation (obtained by dividing
the numerical difference by the enumerated county population) is com-
puted for each county. The procedure is to compute the average (mean)
absolute percentage deviations of each estimation method for all counties
in a particular state or area, and in some cases the variance of the absolute
percentage deviations, the number of positive deviations, and the num-
ber of percentage deviations exceeding some level. The weaknesses
and deficiencies inherent in the conventional procedure for determining
the accuracy of alternative estimation methods will be given in Chapter
VI, “Evaluation of Accuracy Tests.”

Some of the published studies indicated that the averaging of two
or more independent methods of approximately equal precision tended
to provide more accurate estimates than either one of the methods
used individually.?

Summary

The four major comprehensive studies discussed in this
chapter did not conclusively show that any one of the most widely used
methods of estimating county population is more accurate than any of
the other methods tested. The divergent findings were due to at least
three major factors: First, variability in the quality of the basic data,
especially county school enrollments; second, lack of uniformity in esti-
mation procedures; and third, statistical procedures used in determining
the accuracy of various estimation methods.

® Jacob S. Siegel, ‘‘Status of Research on Methods of Estimating State and Local Population,”
Proceedings of the Social Statistics Section, American Statistical Association (Washngton, D. C.,
1960), pp. 172-179; and Meyer Zitter and Henry S. Shryock, Jr., *“Accuracy of Methods of Preparing
QP;;lgsrllsal Population Estimates for States and local Areas,” Volume 1, Demography (1964), pp.




Chapter IV

THE STATISTICAL MODEL
FOR TESTS OF ACCURACY

As indicated in the last chapter, published tests of accuracy do not
conclusively show any one technique of estimating county population to
be consistently more precise than other techniques. Presumably, varia-
tions in accuracy among the various estimation techniques which employ
uniform basic data inputs and estimation procedures may be explained
in terms of differences in population density, in metropolitan classifica-
tion, and in changes in the number of births and deaths. Accordingly,
the most precise estimation technique may vary with the pertinent char-
acteristics of each county. The basic problem is, therefore, to determine
which estimation method is most accurate for each type of county, given
each county’s specified characteristics.

This chapter is devoted to the development of a statistical model for
analyzing the accuracy of four alternative methods of estimating county
population. In chapter V, five different variations of this model will be
employed in some preiiminary tests of accuracy. Specifically, the model
will be used to evaluate the accuracy of selected methods of esiimating
(1) the 1950 and 1960 population of selected metropolitan counties in
the United States, and (2) the 1960 population of counties in Montana,
Ohio, Oregon, and Pennsylvania. Then, in Chapter VII three different
variations of the model will be employed to test the accuracy of selected
methods of estimating the 1960 population of counties in Arkansas, Iowa,
Kansas, Missouri, Nebraska, and Oklahoma. Thus, this chapter is limited
to the formulation of the basic statistical model, whereas Chapters V and
VII are devoted to an application of the model.

The first major section of this chapter is devoted to the definition
of terms; the second section to specific questions which will be answered

23
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in the tests of accuracy; the third section to the statistical model; and the
fourth major section to the tests of hypotheses.

Definition of Terms

The following five terms are basic to the statistical model developed
here:

1. A census value is the total number of people living in a specified
county, as enumerated by a Federal decennial census.

2. An estimator is a specific formula (method) designed to estimate
a census value. The problem described in this chapter involves a compari-
son of four different estimators (estimation methods).

3. An estimate is the numerical value obtained by substituting
actual input data into each of the four estimator formulas.

4. The mean square error is the mean of the squares of the errors.
A specific estimate of a census value is compared with the census value
itself. The difference between the two is defined as the error of that esti-
mate. Since each county estimate is compared with a census value for
the same county, there will be an equal number of errors and counties.
A mean square error can be found for each of the four estimators to be
compared, and the estimator with the smallest mean square error will
tend to fall closest to the “true” or census value.

5. Bias is the difference between the average of all the estimates
made by a particular estimator and the average of all census values. If
the average of all the estimates is exactly the same as the average of all
the census values, the estimator is said to be unbiased. If the averages are
unequal, the difference between them is defined as the bias. If the aver-
age for an estimator is larger than the census average (hence, the bias is
positive), the estimate will more often be too high than too low, and
conversely.

Specific Questions To Be Answered in the Tests of Accuracy

In general, the estimators will be evaluated by comparing their
mean square errors. That estimator having the smallest mean square
error will be considered the most “accurate” estimator. If no genuine dif-
ference in accuracy can be detected on this basis, then the estimators will
be compared with respect to bias. However, it is unnecessary to consider
bias further in this chapter in the development of the statistical model.

The requisite data for testing the accuracy of the four estimation
methods in the six-state area were prepared, using the errors in the April
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1, 1960 county population estimates as the basic data for the statistical
model developed here. For each county in the six-state area, the follow-
ing five items of information had been tabulated prior to making the
April 1, 1960 population estimate:

1. Metropolitan status of counties at the time of the previous Fed-
eral census, with counties being classified into the following
three categories: (1) metropolitan counties with central cities;
(2) metropolitan counties without central cities; and (8) non-
metropolitan counties.

2. Population density of counties at the previous Federal census.
Population density will be employed as a covariable (concomit-
ant variable) in some analyses and as a variable in other analy-
ses, with counties being classified into one of the following five
density groups: (1) under 250 people per square mile; (2) 250-
499; (3) 500-749; (4) 750-999; and (5) 1,000 and over.

3. Change in births from the previous Federal census year to the
estimate year (ratio of births in the estimate year, 1960, to
those in the base year, 1950).

wha

Change in deaths from the previous Federal census year to the
estimate year (ratio of deaths in the estimate year, 1960, to
those in the base year, 1950).

5. The actual census value (April 1, 1960 enumerated population)
was recorded.

The above three concomitant variables (2, 3, 4) and two variables
(1, 2) had been obtained for the specific purpose of explaining differences
in the accuracy of the four estimation methods.

The two major questions which the evaluation test proposes to
answer are the following:

1. Which of the above four variables (1, 2, 3, 4) is most closely
related to estimator accuracy?

2. Will the utilization of all the variables and concomitant vari-
ables provide a better comparison of estimator accuracy than use
of the best one or two alone?

All except one of the following five questions deal with the relation-
ship between estimator accuracy and the concomitant variables listed
above:
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First, is there any consistent difference in the accuracy of the four
estimation methods used, without reference to the concomitant variables?

Second, is one estimator most accurate for metropolitan counties
while another is best for nonmetropolitan counties?

Third, is the best estimator for a given county affected by the popu-
lation density or metropolitan classification of that county?

Fourth, is the best estimator for a given county affected by the
change in births (ratio of 1960 to 1950 births) in that county?

Fifth, is the best estimator for a given county affected by the change
in deaths (ratio of 1960 to 1950 deaths) in that county?

The Statistical Model

In the statistical analysis formulated here, the common logarithms
of the positive difference (logy, of the absolute difference) between the
April 1, 1960 postcensal county population estimates and the April 1,
1960 Federal decennial census enumerations were taken. The formula
used to obtain the logarithms is as follows:

Uy = logleye — Vgl )
where cy, is the April 1, 1960 county population estimate for estimation
method i (i =1, 2, 3, 4), metropolitan classification j (j = 1, 2, 3), and
the k® county within the j* metropolitan classification (k =1, 2, ..., n;);
vyjx is the corresponding census value (April 1, 1960 census enumeration)
for that county; and Uy, is the common logarithm of the positive differ-
ence between the estimate for a county and the corresponding census
value for that county. The positive difference was used because the pre-
cision of the estimate (that is, the distance from the “true” or census
value) was desired, and a logarithmic transformation makes this variable
approximately normally distributed.

A multiple covariance regression model will be used in computing
different analyses of variance of the logarithms, and F- and t-tests will be
made in testing for significant differences. The mathematical model em-
ployed is as follows:

Uye = + 2, + by + (@b)y + Xy + Biyje + YiZix + ey (2)
where a; is the fixed effect on the accuracy due to estimator i (i = 1, 2,
3, 4); by is the fixed effect on accuracy due to metropolitan classification j
G = 1, 2, 3); (ab), is the fixed interaction effect, showing the relation-
ship between a; and by. If the accuracy of the estimator depends upon
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which of the three metropolitan classifications a county is in, this inter-
action effect will differ from zero; x;, is the April 1, 1950 population
density of county k, within metropolitan classification j; yy is the ratio
of the number of 1960 to 1950 births in county k, within metropolitan
classification j; z;, is the ratio of the 1960 to 1950 deaths in county Kk,
within metropolitan classification j; a;, B;, and v, are partial regression
coefficients associated with X, y;, and zy, respectively, for each of the
four estimation methods; p is the overall mean; and e is the errror
term. This multiple covariance model assumes that the epsilons (¢'s) are
normally distributed, with a mean of zero and a variance of sigma
squared [eyg ~ N (0, 62) ].

Tests of Hypotheses, With Formulas

The model given above (Formula 2) may be more complex than
the county population estimation data will justify. Moreover, some of the
proposed tests will vary according to the complexity of the model. For
this reason, the only formulas which will be given here are for the tests
to ascertain this complexity. The formulas and derivations designed to
answer the questions outlined in the above section were given in an
unpublished memorandum.!

The relevant questions which must be answered in order to deter-
mine the complexity of the model are the following:

1. Does interaction exist between estimator accuracy and
(@) metropolitan status?
(b) population density?
(c) ratio of 1960 to 1950 births?
(d) ratio of 1960 to 1950 deaths?

2. Which of the four variables add nothing more to what is known
through other variables?

A statistical test corresponding to each of these five questions will
be given in the remaining part of this chapter.

First, we shall give some definitions by explaining the notations
introduced in Formulas 1 and 2.

We shall let

Xj. oy 2 xjk’ Yj. = 2 ijr Zj' = 2 ij (3)
k=1

k=1 k=1

IDavid White, “Proofs for the Report on Statistical Analyses of County Population Estimates
of Six Midwestern States,” Research Foundation, Oklahoma State University, February, 1963
(mimeographed).
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also,
n; 3 n
Uij = 2 uijk, Ui"‘ prn 2 2 uijk
k=1 j=1 k=1
4 n 4 3 m
UJZE 2uijk U:E 2 Euijk \4)
i=1 k=1 i=l j=1 k=1
and finally,
3
n.=3n;. (5)

Since the error term which will be used is the same for all tests, the
error term will be given first. To obtain it, one computes the following:

4 3 n

3
S S 3 uy, (6)
i=l j=t k=l

and subtracts from it a term denoted as follows:

R[w, a, b, (ab), «, 8, v]. ()

To obtain this term, one employs the system of equations given in Plate L.
First, one calculates the following expression:

Sy [3 (X% '?(j 3 (uy '1-1ij-) ]+ E%i (= (i ?J) (i ‘l-lij) ]

ik ik
-+ = ;i [2 (@ -Z) (upe Ty ] =R (;: E, :;), (8)
ik

which is the “sum of squares due to the concomitant variables.” This

can be obtained directly, without computing the individual values for
" ~ . -

the a;’s, B;’s, and ¥,’s from the Abbreviated Doolittle method. Then,

R [e, a, b, (ab), =, 8, ¥] = 3 U%;./n;+R (s, §, :\() ©)
i
and the error sum of squares is as follows:
S u¥y — R [p, a, b, (ab), 2, 8, v], (10)
ijk

which has 4n.—24 degrees of freedom.

Turning next to the tests corresponding to the two major questions
(1 and 2) given at the beginning of this section (Tests of Hypotheses,
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With Formulas) we shall determine the relative complexity of the model.
First, we shall begin with the first question stated above.

Question 1 (a). Test for the existence of interaction between estima-
tor accuracy and metropolitan status. The hypothesis is expressed as
follows:

H,: (ab);; = 0, for all i, . an

To make the test, one computes a mean square for this hypothesis and
divides it by the error mean square, to obtain an F statistic with six and
4n.—24 degrees of freedom.

The sum of squares for the hypothesis is computed as described be-
low, and denoted by R (ablu, a, b, a, 8, y). This term is equal to the
following:

R [#, a, b, (2b), o, B, y] —R (u, a, b, 2,8, 7), (12)

where the first term was defined in Formula 9 and the computations for
the second term are given below.

From the system of equations on Plate 11, one computes the follow-

ing:

S @ (3 X Uy XU /03X, U /0y + XU f4n))

ik j
R

"l_ 231 ( 3 Yik uijk 'Y..Ul../n. 'EYJ.U.j./nj + YU/4n)
i jk j

+ 3% (3 2y uy -Z. Uy /n. SZ,U. /0y + Z.U.../4n) = R (% B, ¥).
i jk j (13)

as before. This can be obtained by the Doolittle method, without calcu-
lating the terms individually. Then,

R a, b, B y) =-U./4n43U2. /n43U2,./4n; + REEY).
i j (14)

which is the sum of squares to test the hypothesis and denoted by R[ (ab)y,
a, b, «, B, y], which is Formula 7. This, in turn, becomes the following
term:

3 U2 /n; -3U%../n. -3U2,./4n; + U2./4n. + R (2.8,y) — R @BY).
i i (15)

The last two quantities can be readily calculated on a high-speed com-
puter. The others can be easily calculated with a desk calculator. These




. The Statistical Model 33

results can be precisely summarized in an analysis of variance table, as
shown in Table 2, where the statistical test is also given.

The tests for the last three questions under 1 above are identical,
differing only in the specific covariable used for the test. These three
questions were as follows:

Does interaction exist between estimator accuracy, and
1 (b) population density?

1 (c¢) ratio of 1960 to 1950 births?

1 (d) ratio of 1960 to 1950 deaths?

We shall first consider the test for interaction between estimator
accuracy and population density. The corresponding ‘formulas for the
remaining two tests for questions 1 (c) and 1 (d) will then be given brief-
ly, without repeating the instructions.

Question 1 (b). The statistical form of the null hypothesis that there
is no interaction between estimator accuracy and population density is as
follows:

Hy o) = ap = a3 —ay — a. (16)
To make this test, we employ the system of equations on Plate III,
and from it compute the following:

[3 Ulexpe 2 Uy X /n %43 [ 3y vy -3 Yj.Uij./nj]E*i

3k ] ik ]
+ 3[ S 7 v -3 Z Uy ] 7% = RE* B, Y. (17)
i ik i

The subscript i is used for B* and y* to indicate that the hypothesis elim-
inates all subscripts on the a*’s. This is calculated using ihe Abbreviated
Doolittle method, without obtaining the individual values for the a*’s,
N"i's and’:; i's, as in the preceding tests. Then, the test is as follows:

RG89 —REF* 1)1/

~ F(3,4n.—24). (18)
Error M.S.

Then one compares the above calculated number with the tabulated
value in an F table, using 3 and 4n.-24 degrees of freedom. The error
mean square was given in Formula 10 and in Table 2.

Question 1(c). The corresponding test for interaction between
estimator accuracy and the ratio of 1960 to 1950 births involves the
system ol equations of Plate IV, from which we obtain the following term:
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3 [ 3 Uy -3 XUy /mgfa* 4 [ 3 Ul v -3 U..Y;./ny] B*

ijk j JAS i
+ 3 [S 75 ugge -3 Zp Uy /0 [7%, = R (2%, 8%, 7%). (19)
i jk j

The test for the null hypothesis that there is no interaction is then:

RGBT —R(=*B*v*)]/3

~ F(3,4n.—24). (20)
Error M.S.

Question 1 (d). The test for interaction in the case of the ratio of the
1960 to 1950 deaths involves the system of equations on Plate V, from
which we calculate the following:

~ ~

S3 xg w2 XU /ngle®s 4 32y v -2 YU 8%

ijk j ijk ]
4 (3 Uige 253 Z, Uy /oy Jy* = RG*, B 7). @)
ik j

The test of the hypothesis is as follows:
[R(x B 7) —R(a*, 8% v")]/3

~ F(3,-in.—24}f (22)
Error M.S.

which completes the tests for the four questions under 1(a, b, ¢, d)
stated at the beginning of this section.

Question 2. Which variables add nothing move to what is known
through other variables?

To answer this question, one tests each variable separately by obtain-
ing a sum of squares in which each specified variable has been ignored
in the statistical model. The sum of squares obtained in this manner is
then compared with the sum of squares obtained by using all the vari-
ables, and the difference is the numerator sum of squares in the F-test.
This computational procedure will be described in detail for metropoli-
tan classification, and for one of the three covariables (population dens-
ity); the corresponding formulas for the other two covariables will be
given briefly, without repeating the instructions.

Question 2(a). Does the metropolitan classification tell one anything
more about estimator accuracy than do the covariables? We obtain the
following term:
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A A
~

R(u,2,287) =3U%/n.4R @, B, ¥), (23)
1

where R (a, E, "\y) is calculated from the set of equations on Plate VI, as
follows:

R R R
R(G., By Y) :EM.(EX,RUUL\'X U /n) +261 (2 y;kuljk Y U /n)
i jk i ik

+ 3 1 (3 zuy -Z.Up. /0. (24)
ik
Then, the sum of squares necessary to test the hypothesis is as follows:

R[u, a, b, (ab), a, 8, v] — R (u, a, «, B,7)

=3U%/mEUhn £ R GBY —R @B, @)
i, i
which has 3 (n;-1) — (t-1) = tn.-bt-t}1 degrees of freedom. The error
Lj

sum of squares is as usual (see Analysis of Covariance Table 3).

Question 2 (b). Does the population density in the previous census
year tell one anything more about estimator accuracy than do all of the
other covariables and variables? Moreover, does metropolitan classifica-
tion tell anyone more about estimator accuracy than do all of the co-
variables and variables? We proceed to calculate R[u, a, b, (ab), B, ¥]

= 3 uy — 3 U /n; 4+ R@ v), (26)
ijk L
where R (B y) is computed from the set of equations on Plate 1, by de-
leting the top four equations and, the terms involving the a;’s in the re-
maining equations. Then, R (8,y) is calculated from the remaining set
in the usual fashion as follows:

R (B 7) =3 Bl (2 Yixtisk EY Uu /nJ)

i jk j @7)
+ SV g -3 Z Uy /ny)
i jk j

The sum of squares for the test of the hypothesis is as follows:
R[P-y a, b; (ab); «, Br Y] - R[Pﬂ a, by (ab), B, Y]
o (28)
=R (G.,B Y) —R (B:Y)
with 4 degrees of freedom. The error sum of squares is the usual term.
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The test for the ratio of the number of 1960 to 1950 births is based
upon computations from the set of equations on Plate I, by deleting the
middle four equations, and the terms involving the B/'s in the remaining
equations. Then, we obtain the following expression:

~e "R X
R (;: Y) = 3 o (2 xpuy -3 X Uy /ny)

1 jk j
+ 2 Yi (2 ijuuk 2 Z Ui] /nj) (29)
i jk ]

The sum of squares for the test of the hypothesis is as follows:
R@E 8 %) — R 1), (30)

with 4 degrees of freedom.

To test for the usefulness of the ratio of the number of 1960 to
1950 deaths over and above the other variables, the equations are ob-
tained by deletmg the bottom four equations on Plate I, and deleting the
terms involving y;’s in the remaining equations. The numerator sum of
squares for the test of the hypothesis is as follows:

R (%% %) — R (s B), where

(31)
R (d, B) = 2 &y (2 xiku”k E Xj Ui] /nj)
i jk J
+ EBi (2 ypuy -3 YUy /ny), (32)
i gk J

which has 4 degrees of freedom.

Summary

A statistical model was developed in this chapter to test the accuracy
of four different methods of estimating county population. The pro-
cedure formulated for the tests of accuracy employed the common log-
arithms of the absolute differences between April 1 county population
estimates and April 1 federal decennial census enumerations. Then F-
and t-tests were used to test for significant differences.

The statistical model is a multiple covariance model containing two
independent variables, one two-factor interaction term, and three co-
variables. The independent variables are estimation methods and the
metropolitan classification in the previous census decade; the one two-
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factor interaction is for estimation method and metropolitan classifica-
tion; and the three concomitant variables are population density in the
previous census decade, ratio of 1960 to 1950 births, and ratio of 1960 to
1950 deaths. The tests of the hypotheses for each of these independent
variables and covariables are presented fully in this chapter.



Chapter V

PRELIMINARY TESTS OF ACCURACY

This chapter applies specified variations of the basic mathematical
model formulated in Chapter IV in evaluating the accuracy of selected
methods of estimating county population. In addition, this chapter re-
ports the results of the preliminary tests of accuracy which were made of
selected county population estimates prepared by other agencies.

The first major part of this chapter analyzes the accuracy of various
methods of estimating the April 1, 1950 and April 1, 1960 population of
metropolitan counties in the United States. The estimates used in this
preliminary test were prepared by the Bureau of the Census and were
summarized in Table 1, columns 1 and 2.

The second major part of this chapter analyzes the accuracy of various
methods of estimating the April 1, 1960 population of counties in Mon-
tana, Ohio, Oregon, and Pennsylvania. The estimates used in this pre-
liminary test were prepared by the Study Group on Postcensal Population
Estimates, Public Health Conference on Records and Statistics, and were
summarized in Table 1, columns 3, 4, 5, and 6.

The basic purpose of the preliminary tests of accuracy was two-fold:
First, to determine whether one of the methods used in preparing the
April 1, 1950 and April 1, 1960 county population estimates summarized
in Table 1, columns 1 to 7, was superior to the other methods tested.
Conflicting findings had been reported in the published evaluation
studies which presented the tests of accuracy (see Chapter III); and
Second, to establish the complexity and appropriateness of the basic statis-
tical model formulated in Chapter IV and to experiment with variations
of that statistical model.

1950 and 1960 Population Estimates of Metropolitan Counties

Three separate analyses of the metropolitan county population esti-

44
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mates were undertaken in the preliminary tests of accuracy: the first
analyzed errors in the April 1, 1950 county population estimates; the
second analyzed errors in the April 1, 1960 county population estimates;
and the third analyzed errors in the combined 1950 and 1960 county
population estimates prepared by identical methods. Each of the three
analyses employed a specified variation of the basic statistical model given
in Chapter 1V.

1950 Estimates. Errors in the April 1, 1950 population estimates pre-
pared by the Bureau of the Census for 102 metropolitan counties by the
following five methods were analyzed: Component Method II, Com-
ponent Method 1, the Vital Rates Method, the Arithmetic Extrapolation
Method, and Geometric Extrapolation Method. The mathematical
model employed in this evaluation test was the following:

Uk =1 + & + 75 4+ B:¥j + Yl + epo 1)
where o, is the fixed effect on the accuracy due to estimation method i,
withi=1,..., 5; r; is the fixed effect on the accuracy due to the popu-
lation density classification in the previous census year (April 1, 1940),
with j=1,...,5 (1 = counties with less than 250 people per square
mile; 2 = 250-499; 3 = 500-749; 4 = 750-999; and 5 = 1,000 people and
over per square mile); Yy, a covariable, is the ratio of the number of
1960 to the 1950 births of the k' county, within population density
classification j; Zj;,, a covariable, is the ratio of the number of 1960 to
the 1950 deaths of the kt county, within population density classifica-
tion j; B; and v; are partial regression coefficients associated with Yy, and
2., respectively, for each of the five estimation methods, &; w is the over-
all mean; Uy is the logarithm of the absolute difference of the April 1,
1950 census enumeration and the April 1, 1950 population esiimate by
the itt method, in the j*® population density classification, for the ktb
county. This multiple covariance model assumes that the epsilons (s;y’s)
are normally distributed, with a mean of zero and a variance of sigma
squared [ ~ N (O, o2)].

The least squares method of solving simultaneous equations was
employed to test the following six hypotheses:

HO: @2y

1. = ap, = = 5.

2. Hy o= r1,= = 1.

3. Hy By =28~ =pBs=8
4 Hy yy=n=...=y1w=4v
5. Hy: B=0.

6. Hy: yv=0.
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The procedure employed in testing each of the six hypotheses was
to compute the reduction in the sum of squares which each independent
variable and covariable explained, after first adjusting for the effect of
every other independent variable and covariable in the model. For ex-
ample, in testing for the significance of the reduction in the sum of
squares in model one (formula 1) due to a (hypothesis number 1), the
following computation was made: R(alu, 7, 8, v) = R(x, «, 7, B, ¥) —
Ry, 7, 8, v). All of the adjusted sums of squares shown in Table 4 were
computed in this manner, using the entire computational model. This
procedure of testing hypotheses gives a precise measurement of the in-
fluence of each independent variable and covariable in the model and
provides an exact test of the hypotheses.!

The analysis of variance of the logarithms of the absolute differences
between the April 1, 1950 population estimates and the enumerated popu-
lations of 102 metropolitan counties showed no significant differences in
estimation accuracy among the five estimation methods (Table 4). The
mean log differences for the five methods, in the order of their accuracy,
were as follows: Component Method 1I, 4.006; the Vital Rates Method,
4.025; Component Method I, 4.187; the Geometric Extrapolation Method,
4.526; and the Arithmetic Extrapolation Method, 4.540.

Population density of the counties in 1940 was the only significant
independent variable related to estimator accuracy.? The accuracy of
the 1950 county population estimates was consistently greater for the
sparsely than for the densely populated counties, regardless of which
of the estimation methods was used. As population density in
1940 increased, the error in the population estimates increased. The
mean log differences of counties in the five classes of 1940 population
densities were as follows: Under 250 people per square mile, 3.910;
250-499, 4.163; 500-749, 4.415; 750-999, 4.569; and 1,000 people per square
mile and over, 5.109.

Therefore, only one of the six hypotheses tested in Table 4 for model
one, hypothesis number 2, was rejected.

1960 Estimates. Errors in April 1, 1960 population estimates pre-
pared by the Bureau of the Census for 132 counties in 46 of the large
SMSA’s by the Component Method II and the Vital Rates Method were

1 Franklin A. Graybill, 4n Introduction to Linear Statistical Models, Volume I (New York:
McGraw-Hill Book Company, Inc., 1961), Chapters 6 and 13.

2The two calculated variance ratios of 4.78 and 4.32 in Table 4, were not considered significant
because the small error mean square of .2079 makes the tests extremely sensitive to very smalil dif-
ferences in population estimation errors. Moreover, these two calculated variance ratios were rela-
tively small compared to the calculated F of 79.77 for the covariable population density in 1940.
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TABLE 4
ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1, 1950
POPULATION ESTIMATES OF 102 COUNTIES IN SELECTED
1950 SMA’S, PREPARED BY COMPONENT METHOD II,
COMPONENT METHOD I, THE VITAL RATES METHOD, AND
THE ARITHMETIC EXTRAPOLATION AND GEOMETRIC
EXTRAPOLATION METHODS

Calculated

Source of Degrees of Sum of Mean Variance

Variation Freedom Squares Square Ratio
Total oo 510 9,444.9488
R (p) oooeo- s 1 9,242.1343
R (due to Model l @) -cememmeooes 26 102.3772
Estimation Methods R[a (adjusted)] -. 4 1.2886 0.3222 1.55
Population Density Rfz; (adj.)} .- 4 66.3379 16.5845 79.77%%
Ratio of 1960 to 1950 births

R[B (adj)] - 5 4.9696 0.9939 4.78*
Ratio of 1960 to 1950 deaths

R[y (adj.)] oo 5 1.1694 0.2339 1.13
R[(Bi) — R(B) adj.)]’ _____________ 4 0.6130 0.1532 <1
R[(y;)) — R(y) adj)] oo o 4 3.5912 0.8978 4.32*
Error  ________ ... 483 100.4373 0.2079

® One and two asterisks indicate significance at the five and one percent levels, respec-
tively.

! Judged nonsignificant.

2 Sum of squares were computed in the following manner:
R(w, a5 T By 11) — R{p, @y, 75 B, ¥4): which may be interpreted as the sum
of squ‘ares attributable to the mod.el Y=p - o+ T —+ BiY; + 'Yiij +
€ Minus the sum of squares attributable to the model Y = p 4~ oy + 7y +
BYj + ¥1Zjx + eyjpo Which is used to test hypothesis number 3.



18 County Population Estimates ~

analyzed by a modified version of the basic statistical model formulated
in Chapter IV. The mathematical model employed was the following:

U =w + o + 7 + BV + vZix + e @)
where a;, 7, Yy, and Z;, were previously defined in model 1 (formula 1);
in this model o; = I and 2; 8 and vy, previously defined in model 1, are

partial regression coefficients associated with the covariables Yy, and Zj,.
The following four hypotheses were tested in this analysis:

Hy: oy = a5

Hy: 1 = to=...=1;.
H,: g=0.

H,: vy=0.

Ll Al e

The analysis of variance of the April 1, 1960 population estimates
of the selected metropolitan counties revealed no significant differences
between the Vital Rates and Component Method II estimates, although
the Vital Rates Method was slightly more accurate (the log means were
4.005 for the Vital Rates Method and 4.094 for Component Method II).
Population density of the counties in 1950 was closely related to estimator
accuracy, with the estimation method being more accurate in the sparsely
inhabited counties than in the densely inhabited counties (Table 5). The
log means ranged from 3.687 for counties with fewer than 250 people per
square mile in 1950 to 4.472 for counties with 1,000 and over people per
square mile in 1950. This finding corroborates that noted for metro-
politan counties for the year 1950 (Table 4).

The ratio of the 1960 to 1950 deaths had a significant effect upon
the accuracy of county population estimation in 1960 (Table 5). As the
number of deaths increased, the estimation errors increased.

Two of the four hypotheses tested in Table 5 for model two, hypothe-
ses numbers 2 and 4, were rejected.

1950 and 1960 Estimates Combined. The 1950 population estimates of
the 102 metropolitan counties and the 1960 estimates of the 132 metro-
politan counties computed both by the Vital Rates Method and Com-
ponent Method II were combined into one analysis to determine
whether the two estimation methods were more accurate in one year than
in another and to determine whether one estimation method might prove
more precise in one year, whereas the other method might prove more
precise in another year.

The following mathematical model was used in this analysis:
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Ugox =8 -+ & + 2 + (@) + 75+ BYjmx + 1Zjmk + Sijme (3)
where a;, 7, Yjmi, Zjmks 8> and y have the same definition as in Model 2; Ay,
is the fixed effect on the accuracy due to the years, with m = 1 (1950) and
2 (1960); and (a))y is a fixed effect, showing the interaction between o,
and }, (estimation methods and years interaction).

The following six hypotheses were tested:

1. HOZ @) = Oo.

2. Hg A = %

3. Hy () =

4. Hof Ty =—Te = ... =Ts
5. Hy: B8 = 0.

6. Hy: y=0.

Table 6 shows that there was a significant difference in the accuracy
of the estimation methods between the two census years, 1950 and 1960.
The 1960 population estimates were more accurate for the metropolitan
counties than were the 1950 population estimates, with the calculated
regression coefficients for 1950 and 1960, respectively, being )\1 = 1.194
and 3, = 0. Nevertheless, there was no significant difference between the
accuracy of the two methods in the year 1950, the year 1960, or both
years 1950 and 1960 combined. Although the Vital Rates Method gave
smaller errors in county population estimates for 1950 and 1960 com-
bined than did Component Method 11, the differences were not signifi-
cant. The log means were 4.014 for the Vital Rates Method and 4.056
for Component Method 1I. Moreover, the results indicated that the two-
factor interaction of estimation methods and years was not significant.

The accuracy of the 1950 and 1960 couniy population estimates de-
creased consistently as population density of counties in the previous
decade increased. In addition, the precision of the 1950 and 1960 county
population estimates decreased as the ratio of the 1960 to 1950 deaths
increased. These two findings were consistent with those for the 1960
metropolitan county results shown in Table 5.

Thus, three of the six hypotheses tested in Table 6 for Model 3,
hypotheses numbers 2, 4, and 6, were rejected.

Since all of the counties included in the above three tests were in
the metropolitan areas of the United States, the main effect of metro-
politan classification, which was included in the basic statistical model
given in Chapter IV, was deleted. The variable population density,
classified into five groups, was used instead, for both variables measure
practically the same thing.
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TABLE 5
ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1, 1960
POPULATION ESTIMATES OF 132 COUNTIES IN 46
SELECTED 1960 SMSA’S, PREPARED BY COMPONENT
METHOD II AND THE VITAL RATES METHOD

Calculated

Source of Degrees of Sum of Mean Variance

Variation Freedom Squares Square Ratio
Total . ____ 264 4,448.3767
R (u) .. _. e 1 4,328.9965
R (due to Model l 79 S . 7 41.2257
Estimation Methods R[« (adjusted)] 1 5254 5254 1.72
Population Density R[z (adj.)] 4 34.3185 8.5796 28.10%**
Ratio of 1960 to 1950 Births

R[B (adj)] oo . 1 0570 0570 <1
Ratio of 1960 to 1950 Deaths

R[y (adj.)] oo . 1 6.6015 6.6015  21.62%*
Error .. . . ___ 256 78.1545 .3053

® One and two asterisks indicate significance at the five and one percent levels, respectively.

TABLE 6
ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1, 1950
AND THE APRIL 1, 1960 POPULATION ESTIMATES OF
COUNTIES IN 1950 SMA’S AND 1960 SMSA’S, PREPARED BY
COMPONENT METHOD II AND THE VITAL RATES METHOD

Calculated

Source of Degrees of Sum of Mean Variance

Variation Freedom Squares Square Ratio
Total el 468 7,816.4168
R o(w) o ___. 1 7,618.5884
R (due to model | W) . 9 64.2056
Estimation Methods R [a. (adjusted)] 1 .5185 .5185 1.78
Years R [)\ (adj.)] ______________ 1 14.7345 14.7345 50.50**
Estimation Methods X Years Interaction

R [od (adj)] —coooooioooo.. 1 .3309 .3309 1.13
Population Density R [T (adj.)] ______ 4 56.7122 14.1781 48.59%*
Ratio of 1960 to 1950 Births R [B (adj.)] 1 .0195 0195 <1
Ratio of 1960 to 1950 Deaths R ['Y (adj.)] 1 6.0379 6.0379 20.69%*
Error el 458 133.6228 .2918

*One and two asterisks indicate significance at the five and one percent levels, respectively.
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1960 Population Estimates of Montana, Qhio, Oregon, and
Pennsylvania Counties

Population estimates of the 247 counties in these four states were
prepared in conjunction with the specially organized Study Group on
Postcensal Population Estimates. April 1, 1960 estimates for Ohio
counties were computed by four different methods: Component Method
11, the Vital Rates Method, Bogue-Duncan Composite Method, and the
Arithmetic Extrapolation Method; estimates for Oregon and Pennsyl-
vania counties were computed by three different methods: Component
Method II, the Vital Rates Method, and the Arithmetic Extrapolation
Method; and estimates for Pennsylvania counties were computed by two
methods: Component Method II and the Vital Rates Method.

The following mathematical model was used in analyzing errors in
the 1960 postcensal county population estimates in these four states:

Upg = ¢ + & + o5 + 3 X + BiVox + 11k + €inke 4)
where «; stands for estimation methods, with i = 1, 2, 3, and 4; o, is the
fixed effect on the accuracy due to states, with n =1, 2, 3, and 4; Xy, 2
covariable, is the population density in the previous census year (April
1, 1950) of the kt» county within the nt® state; Yux, Zny, By, and y; were
defined previously in model one (formula 1).

The following eight hypotheses were tested:

Hy: o= o0ay=103 =20,

Hy: 0= 0y = w3 = o,

Hy: 8, =23,=23;=23,= 3.

Hy: B,=28,=8;3=28,=28.
PN Y2=Y3= Y4 = Y-

HO: 8= 0.

Hy: 8=0.

Hy: y=0.

© N DGR N
=

The analysis of variance indicated no significant differences in the
accuracy of the four estimation methods, even though the Composite
Method had the smallest error of the four methods (Table 7). For all
four states combined, the mean log differences for the four methods were
as follows: the Composite Method, 8.013; the Vital Rates Method, 3.056;
the Arithmetic Extrapolation Method, 3.075; and Component Method
11, 3.186.

The 1960 county population estimates of these four states showed
that Method II had the largest errors of the four different methods,
although the difference was not significant. Undoubtedly, the major
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reason for this result was that reliable county school enrollments did not
exist in Ohio and Pennsylvania, the two states having the largest overall
estimation errors. In both states, Component Method II estimates were
prepared using school census data rather than enrollment data.’

Table 7 shows there was a definite difference in the accuracy of
the April 1, 1960 county population estimates among the four states.
Montana county population estimates were most accurate (a log mean
of 2.774), followed, in order, by Oregon (3.037), Pennsylvania (3.205),
and Ohio (3.230), with the overall log mean of counties in the four states
being 3.098. T-tests indicated that the errors in the county estimates for
Montana were significantly smaller than for counties in Oregon, Ohio,
and Pennsylvania; also that the errors in the Oregon county estimates
were smaller than for counties in Ohio.

One of the primary factors which accounted for the differences in
estimation accuracy of counties in the four states was the marked varia-
bility in the average number of inhabitants in each county, for errors in
county population estimates increase directly with the population size of
the county, as was shown in Tables 4, 5, and 6. Montana is predominantly
a rural state, with an average of only 12,049 residents per county in 1960.
Oregon had an average of 49,130 persons per county in 1960. On the
other hand, the counties in Ohio and Pennsylvania were densely popu-
lated, averaging 110,300 and 168,946 residents, respectively, per county
in 1960. Therefore, the larger errors in Pennsylvania and Ohio county
population estimates as compared to Montana and Oregon were consis-
tent with expectations. However, the larger errors for Ohio than for
Pennsylvania counties may have been attributable, at least in part, to
faulty school census data used in preparing Component Method II county
population estimates.

The errors in the population estimates of Montana, Oregon, Pennsyl-
vania, and Ohio counties increased directly with increasing population
density in 1950 and directly as the ratios of 1960 to 1950 births and
deaths increased (Table 7). Furthermore, the analysis showed these
three covariables (population density, ratio of 1960 to 1950 births, and
ratio of 1960 to 1950 deaths) did not differ significantly for each of the
four estimation methods, as the partial regression coefficients were ap-
proximately the same for each estimation method. Accordingly, four
of the eight hypotheses tested in Table 7 for Model 4, hypotheses numbers
2,6,7, and 8, were rejected.

3 U. S. Department of Health, Education, and Welfare, Public Health Service, National Center
for Health Statistics, National Vital Statistics Division, The Public Health Conference on Records

and Statistics, Preliminary Report of the Study Group on Postcensal Population Estimates, Docu-
ment No. 520.6—6/11/62, pp. 4-6.
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In a second analysis of the 1960 population estimates, the 67 Pennsyl-
vania counties were deleted to provide a precise comparison of the accur-
acy of Component Method 11, the Vital Rates Method, and the Arithmetic
Extrapolation Method (Table 8). The exclusion of Pennsylvania coun-
ties altered somewhat the findings summarized in Table 7.

The mathematical model used in evaluating the estimation errors in
the 1960 population of counties in Montana, Ohio, and Oregon was the
following:

Uink =Wu + oy + Oy + (a'(’))in + 8i)(nk + BiYnk + Yiznk + Einks (5)
where the symbol «, stands for estimation methods, with i =1, 2, and 3;
the symbol o, stands for the classification of states, with n = 1, 2, and 3.
All of the other covariables and the one two-factor interaction have been
defined previously.

Nine hypotheses were tested in this model. The first eight corres-
ponded with those tested for model 4, except for hypotheses numbers 1
and 2, where the number of methods changed from 4 to 3 and the num-
ber of states changed from 4 to 3. The ninth hypothesis tested for Model
5 was the following:

9. Hy (20),=0.

Table 8 indicates that there were significant differences in the ac-
curacy of the estimation methods in the three states. The mean log dif-
ferences for counties in Montana were 2.774, in Oregon 3.037, and in
Ohio 3.303. T-tests revealed that the Montana county population esti-
mates had smaller errors than the Oregon and Ohio county population
estimates.

The three estimation methods are of approximately equal precision,
with the following log means: 3.038 for the Vital Rates Method; 3.075
for the Arithmetic Extrapolation Method; and 3.141 for Component
Method II.

Two of the three covariables (the ratio of 1960 to 1950 births, and the
ratio of 1960 to 1950 deaths) exerted a significant influence upon esti-
mator accuracy. The relationship was positive, as previously established
in other tests. Moreover, Table 8 indicates that the two-factor interaction
between estimation methods and states was not significant.

Three of the nine hypotheses tested in Table 8 for Model 5, hypo-
theses numbers 2, 7, and 8, were rejected.
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TABLE 7

County Population Estimates

ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1, 1960
POPULATION ESTIMATES OF COUNTIES IN MONTANA,
OHIO, OREGON, AND PENNSYLVANIA, PREPARED BY
COMPONENT METHOD II, THE VITAL RATES METHOD, THE
BOGUE-DUNCAN COMPOSITE METHOD, AND BY THE

ARITHMETIC EXTRAPOLATION METHOD

Calculated

Source of Degrees of Sum of Mean Variance
Variation Freedom Squares Square Ratio
Total  __ L _____ 762 7,651.5216
R () .. 1 7,396.1405
R (due to Model l 77 [ 18 30.0000
States R [m (adjusted)] ____________ 3 15.8283 5.2761 15.35%*
Estimation Methods R [a (adjusted)] 3 1.4591 0.4864 1.42
Population Density in 1950 [3 (adj.)] 1 14.0147 14.0147 37.50%*
Ratio of 1960 to 1950 Births [ B (adj. )] 1 4.8447 4.8447 12.96%*
Ratio of 1960 to 1950 Deaths ["f (adj.) ] 1 11,9388 11.9388 31.95%#
R [(81) — R(3) adj] _____________ 3 1.1431 0.3810 1.11
R[(B) —R@)adi] ..o 3 1.3508  0.4533 1.32
R [(y) — R(y) adj.] .o.__.___._.. 3 1.2781 0.4260 1.14
Error U 743 225.3811 0.3737

® One and two asterisks indicate significance at the five and one percent levels, respectively.

TABLE 8

ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1, 1960
POPULATION ESTIMATES OF COUNTIES IN MONTANA,
OHIO, AND OREGON, PREPARED BY COMPONENT
METHOD II, THE VITAL RATES METHOD, AND THE

ARITHMETIC EXTRAPOLATION METHOD

Calculated
Source of Degrees of Sum of Mean Variance
Variation Freedom Squares Square Ratio
Total ... 540 5,356.8721
R (w) . . o 1 5,138.6290
R (due to Model | p.) _____________ 17 61.0375
States R [w (adjusted)] --._ ... 2 12.0175 6.0088  19.95%*
Estimation Methods R [a. (adj.)] _____ 2 5.0403 2.5202 8.37
Estimation Methods X States Interaction
R [eo (adj)] . coooooo 4 7.9933 1.9983 6.63"
Population Density in 1950 R [3 (adj)] 1 2.1992 2.1992 7.30*
Ratio of 1960 to 1950 Births R [B (adj. )] 1 3.9486 3.9486 13.11%*
Ratio of 1960 to 1950 Deaths R [v (adj.)] 1 7.0970 7.0970 23.56%*
R[(3) —R(3) adj.] --ocooooooo 2 3.6492 1.8246 6.06*
R[{(B) —R(B)adj] ... 2 2.4408 1.2204 405
R [(y) — R(y) adj] ____________ 2 0.0855 0.0428 <1
Error ; o 522 157.2056 0.3012

* One and two asterisks indicate significance at the five and one percent levels, respectively.

1 Judged nonsignificant.
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Summary

This chapter analyzed errors in the 1950 and 1960 population esti-
mates of counties which were computed by selected estimation methods.
In this preliminary analysis, five multiple covariance regression models
were used in computing analyses of covariance of the common logarithms
of the absolute differences between the April 1 county population esti-
mates and census enumerations.4 In the five tests, a total of six different
estimation methods were employed. The major results of the five separ-
ate analyses are summarized as follows: First, no significant differences
were found in the accuracy of the various methods of estimating county
population; second, errors in county population estimates increased
directly as the population density of the counties in the previous census
decade increased; third, the 1960 population estimates of metropolitan
counties by the Vital Rates Method and Component Method II were
more accurate than the 1950 county population estimates by the same
two methods; fourth, generally, errors in county population estimates be-
came progressively larger as the ratios of the 1960 to 1950 births and
deaths increased; and fifth, there were significant differences in the ac-
curacy of the county population estimates among the four states studied.

+ William R. Gurley, David White, and James D. Tarver, ‘‘The Accuracy of Selected Methods
of Preparing Postcensal County Population Estimates,” Journal No. 86, Estadistica (in press).



Chapter VI

COUNTY POPULATION ESTIMATES
DEVELOPED FOR THE SIX-STATE
TESTS OF ACCURACY

This chapter describes the development of the April 1, 1960 county
population estimates required for the six-state tests of accuracy. The
first part of the chapter reviews the existing censuses of population and
existing population estimates of counties in this area. The availability
of these censuses and estimates had to be established before one could
determine precisely the specific county estimates which had to be pre-
pared. The second part of this chapter describes the procedures used
to generate the necessary April 1, 1960 county population estimates
needed for the six-state tests of accuracy.

Enumerations and Existing Estimates, 1950-1962

This section provides a brief summary of the nature and scope of
county population enumerations and estimates for the six-state area
as of the time this project was initiated. This brief review, which covers
the 1950-1962 period, is divided into two parts. The first part deals with
Federal and state census enumerations of county population between
April 1, 1950 and July 1, 1962. The second part summarizes various
sets of county population estimates existing at the beginning of the
project.

Census Enumerations. The only censuses of population available
for counties in the five States of Arkansas, lowa, Missouri, Nebraska, and
Oklahoma between 1950 and 1962 were the two Federal decennial cen-
suses for April 1, 1950 and 1960. In the sixth state, Kansas, these two
Federal censuses were supplemented by annual county population en-

56
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umerations conducted in accordance with the General Statutes of the
State of Kansas.

Two Federal decennial censuses of population, which provide com-
plete counts of the residents of counties, were taken during the 1950-
1962 period, one for April 1, 1950 and one April 1, 1960. Between de-
cennial censuses, the Bureau of the Census conducts special censuses of
local areas only at the request and expense of local governments. Be-
tween April 1, 1950 and April 1, 1960, the Bureau of the Census con-
ducted special censuses for 48 Arkansas towns and cities and for two
“places” in Iowa.l Between April 1, 1960 and July 1, 1962, special cen-
suses were conducted for 14 Arkansas towns and cities.* However, the
Bureau of the Census conducted no special censuses for any of the 564
counties in the six-state area between April 1, 1950 and July 1, 1962.

The only other population censuses for counties in the six-state
area were the annual enumerations taken in the State of Kansas. The
General Statutes of that State require that each deputy assessor make an
annual enumeration of the inhabitants in his assessing district. The
annual enumerations were taken as of March 1 during the period 1950 to
1959 and as of January 1, beginning with the year 1960. These annual
county population enumerations were published in mimeographed
form.?

The Kansas population counts are relatively complete, but the
county enumerations are not strictly comparable with those taken in the
Federal decennial censuses. The State Statutes require that the county
of residence of college students, inmates of state institutions and hos-
pitals, and servicemen quartered on federal military reservations be
determined in a different manner.* In contrast wiih the Federal decen-
nial population censuses of 1950 and 1960, the Kansas Census allocates
college students to the county of their residence, not to the county in
which they attend college; inmates of institutions are classified by the
county of their residence, not by the county in which they are institution-
alized; and servicemen living on federal military reservations in the

state are not counted as residents of the counties in which they are
based.

3 United States Census of Population: 1960 United States Summary, Number of Inhabitants
(Washington, D. C.: U. S. Department of Commerce, Bureau of the Census, 1961), Table 40.

2U. S. Bureau of the Census, Current Population Reports, Special Censuses, Series P-28,
Numbers 1276, 1285, and 1316, Published in March, 1961, March, 1962, and February, 1963,
respectively,
K 2 The mimeographed releases are published by the Kansas State Board of Agriculture, Topeka,
ansas.

¢ Kansas Population Schedule for 1962 for Deputy Assessors: Instructions to Deputy Assessors,
Kansas State Board of Agriculture, Topeka, Kansas.
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Existing Estimates. The Bureau of the Census makes annual
July 1 population estimates for each state.> However, the Census Bureau
does not make annual county population estimates (except at the ex-
pense of requesting agencies), due to insufficient manpower and re-
sources.® Various sets of population estimates have been prepared by
state agencies for counties in all six states except Kansas, which conducts
an annual census. These estimates apply to various dates during the
year and have not been prepared on a uniform basis. Thus, at the time
this project was initiated, annual July 1 population estimates for counties
in this six-state area, based upon uniform estimation procedures, did not
exist for the 1950-1962 period.?

The Nebraska county population estimates for December 31 were
based upon a ratio-type method, using a trend series involving five
ratios for each county, weighted as follows: drivers’ licenses 3, head tax
3, school census 2, total vote 1, and vital statistics 1.8

Annual April 1 population estimates for Oklahoma counties have
been published regularly by the University of Oklahoma Bureau of
Business Research since 19512 These estimates were based upon a
modified Bureau of the Census Component Method I procedure. Mem-
bers of the Oklahoma Committee for Population Estimates, an informal
group drawn from business firms and public agencies, have prepared

5 U. S. Bureau of the Census, Current Population Reports, Population Estimates, ‘‘Preliminary
Intercensal Estimates of the Population of States, July 1, 1950 to 1959, Series P-25, No. 229,
May, 1961; and “Estimates of the Population of States: July 1, 1963, with Preliminary Estimates
for July 1, 1964,” Series P-25, No. 289, August, 1964.

8 January 1, 1956 population estimates were made by the Bureau of the Census for counties in
the St. Louis Standard Metropolitan Area, using the ‘‘dwelling unit” censal ratio method: see
U. S. Bureau of the Census, Current Population Reports, Population Estimates, ‘“‘Estimates of the
Population of the Standard Metropolitan Areas of Houston, Milwaukee, St. Louis, and Washington,
D. C.: January 1, 1956, Series P-25, No. 137, May, 1956.

7 Four commercial firms published annual county and/or city population estimates, but
their precise estimating techniques are unknown, except that the methods vary from area to area.
Sales Management, Inc., publishes January 1 population estimates in its annual Survey of Buying
Power; Standard Rate and Data Service annually publishes January 1 and July 1 county population
estimates; Editor and Publisher Company, Inc., annually publishes January 1 county population
estimates in its Market Guide; and Rand McNally and Company publishes January 1 population
estimates of cities classified as principal business centers in its annual Commercial Atlas and
Marketing Guide. Apparently, these four firms have published no tests of the accuracy of their
estimation methods.

8 “Nebraska County Population Estimates, 1961,” University of Nebraska News, Business in
Nebraska (Lincoln, Nebraska: Bureau of Business Research, College of Business Administration,
March, 1962), Number 210. The year-end 1962 and 1963 county population estimates were published
in  “Population Estimates For 1963, University of Nebraska News, Business in Nebraska,
Number 284, March, 1964. The four county population estimates for 1952, 1954, 1956, and 1958
were for July 1 each year (See, for example, “Nebraska County Population, 1954,” University of
Nebraska News, Business In Nebraska, Number 131, August, 1955.

® “County Population Estimates,”” Oklahoma Business Bulletin, Volume 26, Number 8
(Norman, Oklahoma: The University of Oklahoma Bureau of Business Research, College of Busi-
ness Administration), August, 1959; and four dittoed unnumbered releases of the population of
Oklahoma counties on April 1, 1961, 1962, 1963, and 1964. Annual July 1, 1940 to 1947 county
population estimates prepared by component Method 1 were published in the following report:
Francis R, Cella, Population Shifts of Oklahoma Counties, 1940-47, Studies in Business and
Economics, Number Two, Bureau of Business Research, College of Business Administration (Norman:
The University of Oklahoma), October, 1948. The 1945 and 1955 Oklahoma County population
estimates, the 1956 and 1957 county estimates, and the 1962 county estimates, respectively, were
also published in the Statistical Abstract of Oklahoma, 1956, 1957, and 1962, Burcau of Business
Rescarch, College of Business Adminisration, University of Oklahoma, Norman.
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various series of county estimates by several methods on an experimental
basis.10

Annual population estimates for counties in Missouri for July 1
and December 1 have been prepared by the Missouri Division of Health,
beginning with December 31, 1960.11 These estimates were made by a
component method, using natural increase and net migration based upon
the 1950-1960 decade.’? One set of Missouri county population estimates
were prepared for July 1, 1959, using the Bogue-Duncan Composite
Method.’3 Apparently, this was the only year for which population
estimates were developed by this method for Missouri counties.

Annual July 1 population estimates for Iowa counties have been
prepared by the Division of Vital Statistics, Iowa State Department of
Health. The county and city population estimates were made by a
modified Method II procedure.'4

Annual July 1 population estimates for counties in Arkansas have
been prepared by the Bureau of Business and Economic Research, Uni-
versity of Arkansas. The county population estimates were made by a
modified Method II procedure.s

Development of Needed County Population Estimates

Since no uniformly prepared April 1, 1960 population estimates for
all 564 counties in the six-state area existed at the time this research
was initiated, it was necessary to prepare the actual 1960 estimates by
alternative techniques. Moreover, because published tests of accuracy
had not conclusively shown that any one of the conventional methods
of estimating postcensal county population was superior to the other
methods tested, the planned evaluation test called for the development
of four separate sets of April 1, 1960 population estimates for counties in
the six-state area, employing the following four most highly recommended

10 Two publications by this committee give July 1, 1959 county population estimates for
Oklahoma prepared by an average of Component Method II and the Vital Rates Method: Oklahoma
State Committee For Population Estimates, ‘“Estimates as of July 1, 1959,” June 22, 1960
(mimeographed); and James D. Tarver, County Population Trends in Oklahoma, 1950-1959,
Oklahoma State University Agricultural Experiment Station Processed Series P-351, May, 1960.

u <“Population Estimates,” Health Facts, Vol. II, No. 11-12 (Jefferson City, Missouri: Missouri
Division of Health, Statistical Services), November-December, 1962; other estimates are published
in the same series, Vol. I11, No. 4, April, 1963; Volume III, No. 8, August, 1963; Volume IV, No. 2,
February, 1964; and Volume IV, No. 3, March, 1964.

13 “Estimates of the Components of Population Change, Missouri: 1950-1960,”” Health Facts,
Vol. II, No. 7 (Jefferson City, Missouri: Missouri Division of Health, Statistical Services), July, 1962,

18 Thomas C. Dundon, ‘“A Method For Estimating the Population of Missouri Counties,”
Business and Economic Review, Vol. 2 (Columbia: University of Missouri, Business and Public
Administration Research Center), January-February, 1961, pp. 10-15.

4 “Jowa Civilian Population Estimates,” dittoed release by the Division of Vital Statistics,
Towa State Department of Health, Des Moines, for July 1, 1961, 1962, and 1963.

15 ““Arkansas 1961 Population Estimates,” “Revised Arkansas 1962 Population Estimates,” and
“Arkansas 1963 Population Estimates,” dittoed releases by the Bureau of Business and Economic
Research, University of Arkansas, Fayetteville.
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methods: Component Method II, the Vital Rates Method, the Bogue-
Duncan Composite Method, and the Census Variation of the Composite
Method. Then the objective was to employ the basic statistical model
developed in Chapter IV and proceed to determine which of the four
estimation methods gave the most accurate set of April 1, 1960 county
population estimates. The results of the evaluation tests are presented
in the next chapter.

In the spring of 1962 a complete list of data inputs required to
make April 1, 1960 county population estimates by each of the four
selected estimation methods was prepared. Next, plans for the collection
of the basic input data needed in making the county population estimates
in the six-state area were carefully drafted, and the actual compilation of
these data proceeded at the most rapid pace possible. The requisite data
on civilian and total population, by age-sex characteristics, which were
published in the April 1, 1950 and April 1, 1960 Federal decennial cen-
suses of population for each county were tabulated, coded, and punched
on IBM cards. The Population Estimates and Projections Branch, Popu-
lation Division, Bureau of the Census, was requested to provide the
various state “controls”, “components”, and other required computational
figures for making the April 1, 1960 population estimates by each of four
estimation methods.

The other basic county input data were assembled from the following
three sources:

First, the armed forces strength data for each county on April I,
1950 and April 1, 1960 were obtained from the two appropriate Federal
decennial censuses of population.

Second, the necessary resident live births and resident deaths, by age,
for counties were obtained from the state departments of vital statistics
in all states in which the data were available. Special tabulations had
to be made to obtain the resident county deaths by age.

Third, the required county school enrollments in public schools
in grades 2-8 were obtained from the departments of public instruction
in each state. Special tabulations were required to obtain comparable
public school enrollments in the six states. Parochial school enrollments
were obtained either from the state departments of public instruction or
from local, state, and regional offices of the following three religious
groups: Catholics, Lutherans, and Seventh-Day Adventists. Also, elemen-
tary school enrollments were obtained for all Federal Indian schools
located in the six-state area.
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Since the compilation of the requisite comparable data for counties
in each state became a formidable task, a conference on county popula-
tion estimates in the six-state area was held at the Midwest Research In-
stitute, Kansas City, Missouri, on July 19 and 20, 1962 to expedite the
collection of the required input data needed to make the April 1, 1960
county population estimates by each of the four methods. The ob-
jectives of the conference were as follows: to facilitate the collection of
county public and private school enrollment data on a uniform basis,
to discuss county population estimation and evaluation plans outlined
for this project, to review the existing county population estimates being
prepared in the six-state area, to discuss the annual Kansas county census
enumerations, and to obtain the co-operation of the private and public
agencies at the local, state, and national levels, in supplying the data
necessary for preparing the required county population estimates. Repre-
sentatives of the Midwest Research Institute, The Bureau of the Census,
Office of Education (HEW), religious bodies, state departments of
public instruction and vital statistics, the Kansas State Board of Agri-
culture, Kansas City Planning Commission, and staff members of state
universities in the six states participated in the conference.¢

Then, computer programs were written to calculate April 1, 1960
county population estimates by each of the four specified estimation
methods. The two programs which calculate estimates by the two com-
posite methods were written under the supervision of Professor Margaret
F. Shackelford, Department of Preventive Medicine and Public Health,
Biostatistical Unit, The University of Oklahoma Medical Center.

The procedure established for making April 1, 1960 county popula-
tion estimates required that the year 1950 be used as the base year. To
make April 1, 1960 county population estimates by Component Method
II and the Vital Rates Method, it was necessary to have births and
deaths reported by county of residence for 1949, 1950, 1959, and 1960.
The needed county vital statistics, by place of residence, were not avail-
able in Arkansas for the first two years. Thus, special tabulations of
the data had to be developed.

To make April 1, 1960 county population estimates by the two com-
posite methods, it was necessary to have the 1949-1950 and 1959-1960
county death rates of the population 45-64 and 65 years of age and over,
or, at least, the figures for each of the two years 1950 and 1960. Deaths,
by age, were tabulated for counties in four of the six states. However,

18 The proceedings of the conference are reported in ‘‘Conference on County Population Esti-
mates in the Midwest Region, at the Midwest Research Institute, Kansas City, Missouri, July 19
and 20, 1962,” Research Foundation, Oklahoma State University, July, 1962 (mimeographed).
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it was impossible to obtain the 1949 and 1950 resident county deaths, by
age, in Arkansas and Nebraska. Thus, the April 1, 1960 population
estimates by the Bogue-Duncan Composite Method and the Census Varia-
tion of the Composite Method for counties in Arkansas and Nebraska
could not be computed.

After determining that it was possible to prepare April 1, 1960
postcensal population estimates for all 564 counties in the six states by
only two of the four methods (the Vital Rates Method and Component
Method II), it was necessary to limit the evaluation of accuracy in the
six-state area to only these two methods. However, for the State of Okla-
homa, April 1, 1960 county population estimates were computed by the
Bogue-Duncan Composite Method, in addition to estimates prepared
by the other two methods.

Accordingly, April 1, 1960 population estimates were calculated for
all 564 counties in the six-state area by the Vital Rates Method and
Component Method II, and a third set of April 1, 1960 population esti-
mates were prepared for the counties in Oklahoma by the Bogue-Duncan
Composite Method.

Summary

The only April 1 censuses of population available for counties in
the six-state area betwen 1950 and 1962 were the two Federal decennial
censuses for April 1, 1950 and 1960. In Kansas, these two Federal censuses
were supplemented by annual March 1, 1950 to 1959 and annual January
1, 1960 to 1962 county population enumerations conducted in accordance
with the General Statutes of the State of Kansas.

Since no uniformly prepared April 1, 1960 population estimates
existed for counties in the six states at the time this project was initiated,
it was necessary to develop the various sets of 1960 estimates for the
tests of accuracy. April 1, 1960 population estimates for counties in
Arkansas and Nebraska could not be prepared by the Bogue-Duncan
Composite Method and the Census Variation of the Composite Method
due to unavailability of 1949 and 1950 resident county deaths by age.
Thus, it was necessary to restrict the tests of accuracy in the entire six-
state area to only two of the four methods—Component Method II and
the Vital Rates Method. For counties in the State of Oklahoma April
1, 1960 population estimates were also prepared by the Bogue-Duncan
Composite Method. The accuracy of these specified methods of estimating
the April 1, 1960 Federal decennial census enumerations in the entire
six-state area and in the State of Oklahoma are reported in the follow-
ing chapter.




Chapter VII

THE SIX-STATE TESTS OF ACCURACY

The first two major parts of this chapter analyze two sets of county
population estimates: First, the errors in the April 1, 1960 population
estimates of counties in Arkansas, Jowa, Kansas, Missouri, Nebraska, and
Oklahoma prepared by Component Method II and the Vital Rates
Method; and second, errors in April 1, 1960 population estimates of coun-
ties in Oklahoma prepared by Component Method II, the Vital Rates
Method, and the Bogue-Duncan Composite Method. It was impossible to
compute April 1, 1960 county population estimates by the two composite
methods for all six states, due to the unavailability of the requisite data
for counties in Arkansas and Nebraska. The third major section of this
chapter applies the findings of the tests of accuracy in the actual develop-
ment of annual July 1, 1950-1962 county population estimates.

1960 Population Estimates of Counties in the Six Siates

Tables 9 through 14 show the April 1, 1960 county population esti-
mates in each of the six states by each of the two methods and the actual
numeric and logarithmic diffcrences.

The following mathematical model was employed in analyzing the
errors in the April 1, 1960 population estimates of counties in the entire
six-state area prepared by Component Method II and the Vital Rates
Method:

Uk = 4+ &y + 0, + (U-w)m + 64 (0-0)11 + BYx -+ 1Zx + €iomo (1)
where «, is the fixed effect on the accuracy due to estimation method i,
with i = 1 and 2; o, is the fixed effect on the accuracy due to states, with
n==1,..., 6; g is the fixed effect on the accuracy due to the metropoli-
tan classification in the previous census decade (April 1, 1950), with
1 (metropolitan counties with central cities), 2 (metropolitan counties
without central cities), and 3 (nonmetropolitan counties); (xw);,, and
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(a8)y are fixed effects, showing the interactions between « and » and a
and 6, respectively. Should the accuracy of the estimation method de-
pend upon which state or metropolitan classification a county is in, the
interaction effect will differ from zero. Y,, a covariable, is the ratio of
the 1960 to the 1950 births in the k* county; Z,, a covariable, is the ratio
of the 1960 to the 1950 deaths in the kt® county; 8 and v are, respectively,
partial regression coefficients associated with the covariables Y, and Z;
u is the overall mean; and Uy, is the logarithm of the absolute difference
for the kt: county for estimation method i.

The least squares method of solving simultaneous equations was
employed to test the following seven hypotheses:
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The seven hypotheses were used to determine whether each of the five
independent variables and two two-factor interactions exert a significant
influence upon the accuracy of the county population estimates.

Tables 9-14 give the errors in population estimates separately for
each county and Tables 15 and 16 summarize the errors in the April 1,
1960 population estimates of the 564 counties in the six-state area pre-
pared by Component Method II and the Vital Rates Method. The Vital
Rates Method was slightly more accurate than Component Method II,
with the respective log means being 2.762 and 2.810. The overall log
mean for both methods was 2.786. However, the F-test computed in
Table 17 revealed that this small difference between the two estimation

methods was not significant since the calculated variance ratio was only
1.07.

The two estimation methods were most accurate for counties in
Nebraska, followed, in order, by counties in Kansas, Iowa, Missouri,
Arkansas, and Oklahoma. The log means of the six states were, in the
order specified, as follows: 2.6022, 2.6534, 2.8468, 2.8551, 2.8803, and
2.9180 (Table 15). However, there was considerable variation in the esti-
mation errors for counties in each of the six states, as reflected in the
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standard deviations of the errors and in the coefficients of variation
(Table 15).

The sum of squares of the log differences attributable to the main
effect of “states” (after adjusting for all other independent variables) was
only 6.2969 (Table 17). Hence, the calculated variance ratio of 4.37 for
“states” was not considered significant because the small error mean
square of .2881 made the variance ratio test extremely sensitive to very
small differences in estimation errors. Moreover, this variance ratio was
relatively small compared to the highly significant calculated F ratios of
60.02 and 29.13 (Table 17).

The absolute errors in population estimates increased directly as
the population size of counties increased. The magnitude of the estima-
tion errors did not vary directly with population density in the six states,
although the two states which had the smallest errors also had the smallest
number of people per county and the lowest population densities. Coun-
ties in each of the six states are relatively sparsely inhabited, varying
from an average of 18 persons per square mile in Nebraska to 63 in Mis-
souri in 1960.

Next, the two-factor interaction of estimation methods by “states”
was tested and found not to be significant since the calculated variance
ratio was only 1.75 (Table 17). The log means in Table 15 show that
the Vital Rates Method gave consistently more accurate population esti-
mates than Component Method II for counties in every state, except in
Kansas, even though the differences were not significant.

The 1960 population estimates were significantly more accurate for
the 542 nonmetropolitan counties in 1950 than for the i6 meiropolitan
counties with central cities and for the 6 metropolitan suburban counties
without central cities (Table 17 shows that the variance ratio was 29.13,
which was significant at the one percent level). However, the t-tests indi-
cated that the errors in the population estimates of the metropolitan coun-
ties with central cities did not differ significantly from the errors in the
population estimates for the metropolitan suburban counties. Indeed,
both the Vital Rates Method and Component Method I gave smaller
estimation errors for the nonmetropolitan counties than for the two
classes of metropolitan counties (Table 16). Thus, the 1960 population
estimates were much more accurate for the sparsely populated than for
the densely populated counties.

Table 16 reveals that the Vital Rates Method was slightly more ac-
curate than Component Method II in estimating the 1960 population of
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nonmetropolitan and suburban metropolitan counties, but that Com-
ponent Method II was more accurate than the Vital Rates Method in
estimating the populations of metropolitan counties with central cities.
However, due to the variability of the errors and their small differences,
the two-factor interaction of estimation methods and metropolitan classi-
fication was not significant at the five percent level (the calculated
F was only 1.03—Table 17).

Errors in the April 1, 1960 population estimates increased as the
ratio of 1960 to 1950 births increased, with the calculated variance ratio
of 60.02 being significant at the one percent level (Table 17). Although
estimation errors increased as the ratio of the 1960 to 1950 deaths in-
creased, the partial regression coefficient does not differ significantly
from zero; and the calculated F of 1.49 was not significant at the five
percent level.

Thus, only two of the seven hypotheses tested in Table 17 for model
1, hypotheses numbers 3 and 6, were rejected in the analysis of errors in
the April 1, 1960 population estimates of the 564 counties in the six-state
area.

1960 Population Estimates of Counties in Oklahoma

Table 14 gives the April 1, 1960 population estimates for each of
the 77 counties in the State of Oklahoma, as well as the actual numeric
and logarithmic errors of the estimates prepared by the following three
methods: Component Method II, the Vital Rates Method, and the Bogue-
Duncan Composite Method. Table 18 summarizes these errors.

Two multiple covariance models were employed to analzye the errors
in the April 1, 1960 county population estimates in Oklahoma. The fol-
lowing two mathematical models were employed:

Ui =w + o + 83Xy + BYy + vZy + &, and 2

Up=p+ 0+ en (3)
where o, is the fixed effect on the accuracy due to estimation method i,
with i=1, 2, and 3; 6, is the fixed effect on the accuracy due to the metro-
politan classification in the previous census decade (April 1, 1950), with
1 =1, 2, and 3; X,, a covariable, is the population density of the k*
county in the previous census (April 1, 1950); Yy, a covariable, is the ratio
of the 1960 to 1950 births in the k™ county; Z, a covariable, is the ratio
of the 1960 to 1950 deaths in the kt county; and 3, 8, and v, are, respec-
tively, partial regression coefficients associated with the covariables X,,
Y,, and Z,.
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The least squares method of solving simultaneous equations was
employed to test the following five hypotheses:

1. Hpe o = a5 = a3
2. Hy: 6 = 6, = 6.
3. H: 3 =0.
4. Hs: B = 0.
5. HO: Yy = 0.

Table 18 indicates that the Bogue-Duncan Composite Method was
slightly the most accurate method for estimating the April 1, 1960 popu-
lation of Oklahoma counties, followed, in order, by the Vital Rates
Method, and Component Method II. However, the variation in the
Bogue-Duncan Composite Method population estimates was highest (s =
.636390), followed, in order, by the Vital Rates Method and Component
Method II; and the coefficients of variation followed the same order as
the standard deviations (Table 18). Due to variability of the errors for
each of the estimation methods in the 77 counties and their small mean
differences, the calculated variance ratio was not significant at the five
percent level (Table 19).

The accuracy of the April 1, 1960 Oklahoma population estimates
was directly associated with the population density of the counties in
1950 for the errors increased as the population density of counties in-
creased (Table 19). The calculated variance ratio of 21.52 was significant
at the one percent level.

The mathematical model used in computing the analysis of variance
shown in Table 19 did not include a metropolitan classification of coun-
ties in 1950, sincc this variable measured practically the same thing as
did population density in 1950. Nevertheless, errors in the three estima-
tion methods were tabulated by metropolitan classification to provide a
test for Model 3 (Table 20).

Table 18 indicates that the Vital Rates Method was most accurate
for the two counties in Oklahoma which were in metropolitan areas in
1950, followed, in order, by the Bogue-Duncan Composite Method and
Component Method II. For the 75 nonmetropolitan counties in 1950,
the Composite Method was most accurate, followed, in order, by the Vital
Rates Method and Component Method II. Table 20 shows that the
errors in the population estimates for nonmetropolitan counties were
significantly smaller than for metropolitan counties, with the calculated
variance ratio of 25.10 being significant at the one percent level. How-
ever, the errors in the estimation methods did not differ significantly
within each of the two metropolitan classifications.
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The other covariable which was closely related to estimator accuracy
was the ratio of the 1960 to 1950 births, with the calculated variance
ratio of 33.44 being significant at the one percent level (Table 19). As
the number of births in the county increased between 1950 and 1960, the
accuracy of estimation decreased. The ratio of 1960 to 1950 deaths had
no appreciable influence on estimator accuracy.

Therefore, only two of the hypotheses tested in Table 19 for Model
2, hypotheses numbers 3 and 4, were rejected. In addition, the F-test
based upon the results given in Table 20 rejected hypothesis number 2
[6, 5= 65; since there were no g, (suburban metropolitan) counties in
Oklahoma in 1950].

Application of Findings to Annual County Population
Estimates, 1950-1962

The analytical procedure formulated for testing the April 1, 1960
population estimates of the 564 counties in the six-state area called for
an evaluation of the accuracy of four of the most widely used methods of
estimating county population described previously in Chapter II. After
determining which of the estimation methods was most accurate for esti-
mating the April 1, 1960 population of the 564 counties, the plan was
then to employ the most accurate method in making annual July 1, 1950
to 1962 population estimates for each of the 564 counties.

Due to the unavailability of basic input data, it was necessary to
restrict the tests of accuracy for all counties in the six-state area to only
two methods, the Vital Rates Method and Component Method 1II (see the
section “Development of Needed County Population Estimates” in Chap-
ter VI).

Since the April 1, 1960 tests of accuracy for the 564 counties in the
six-state area indicated no significant differences in the accuracy of the
Vital Rates Method and Component Method II, either method could
have been appropriately chosen for use in preparing July 1 population
estimates for all 564 counties in the six-states each year from 1950 to
1962. Method II was selected for use in making the midyear county popu-
lation estimates, not on the basis of its superiority but rather because it
does provide detailed components of population change lacking in the
other method.

After the annual county population estimates were computed by
Method II, they were proportionately adjusted to sum to the Bureau of
the Census’ official state July 1 population estimate each year.!
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As a final check, the annual county population estimates for Okla-
homa were submitted to local civic and business leaders through chambers
of commerce, for review.

There were some inherent problems of uniformity and comparability
in the basic input data used in estimating the 1950-62 annual July 1 popu-
lation of counties in the six states.

The number of persons in the Armed Forces stationed in each county
on each estimate date was obtained from the five branches of the Armed
Forces—Departments of the Air Force, Army, Navy, Marine Corps, and
Coast Guard. Some annual strength figures were secured from national,
regional, and local military commanders. It was impossible to obtain
the Armed Forces strength on each estimate date by county of residence.
In most counties, this factor probably does not greatly affect current
population estimates. However, in a few instances where large military
installations, with many servicemen living off the bases, are situated near
two or more counties, rather large errors may occur in the annual popula-
tion estimates due to errors in the military components. In a few
instances, certain military strength data could not be obtained from any
source.?

State vital statistics departments allocate births and deaths to the
county of residence. Although errors occur in the allocation of county of
residence, they are small except for a few unusual counties. Some state
laws require that institutional deaths be allocated to the county of pre-
vious residence, while the Federal decennial census enumerates institu-
tional populations as residents of the county in which they are institution-
alized. Since institutional deaths are not reported separately, it is impos-
sible to adjust for these small differences.

The data which were the most difficult to secure on a comparable,
uniform basis between 1949 and 1963 were annual county school enroll-
ments (public and private) in grades 2-8. The following factors affect
the quality of the data, both over time and among states: First, it was im-
possible to obtain school enrollments by county of residence since school
districts do not follow county boundaries, and school district reorganiza-
tion affects county enrollments; second, pupil accounting and reporting
procedures differ among the states and change over time, thus creating a

1. S. Bureau of the Census, Current Population Reports, Population Estimates, ‘‘Revised Esti-
mates of the Population of States and Components of Population Change, 1950 to 1960,” Series P-25,
No. 804, April, 1965; and “Estimates of the Population of States: July 1, 1963, with Preliminary
Estimates for July 1, 1964,” Series P-25, No. 289, August, 1964.

2In every case where strength figures for a particular branch of the five Armed Forces for a
pall;ucular year were unavailable, they were estimated and tied-in with the reported figures for
other years.
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lack of uniformity in enrollment data; third, enrollments of public and
private schools have variable reporting and accounting dates; and fourth,
it was impossible to obtain accurate resident county enrollments in grades
2-8 due to the existence of ungraded classes and special and Federal In-
dian schools which attract children from various counties and states.

Each of the basic components which was employed in preparing the
annual county population estimates was carefully checked to obtain the
greatest possible degree of comparability and uniformity throughout the
1950-1962 period. In view of the limitations which the basic data con-
tain, the annual population estimates for the counties appear reasonable
and consistent with the known population shifts which have occurred
during this period.

Summary

In this chapter variations were used of the basic statistical model
given in Chapter IV to determine whether one of the methods employed
in estimating the April 1, 1960 population of counties in the six-state
area was superior to the other methods tested. Tests of accuracy were
made first for the Vital Rates Method and Component Method II for all
564 counties in the six-state area. Tests of accuracy were then made for
the Vital Rates Method, Component Method 11, and the Bogue-Duncan
Composite Method for the 77 counties in Oklahoma. Every test conducted
revealed no significance in the accuracy of the estimation methods tested.
On the basis of these findings, Component Method II was then employed
to make annual July 1, 1950 to 1962 population estimates for all counties
in the six-state area. The annual county population estimates for each of
the six states were then proportionately adjusted to add to the official
annual July 1 state population estimates prepared by the Bureau of the
Census.

Finally, in the third major section of this chapter some of the data
limitations and problems of uniformity and comparability which affect
the annual 1950-1962 county population estimates were discussed.
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» Six-State Tests of Accuracy
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Six-State Tests of Accuracy
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* Six-State Tests of Accuracy
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- Six-State Tests of Accuracy
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Six-State Tests of Accuracy
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Six-State Tests of Accuracy
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Six-State Tests of Accuracy
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* Six-State Tests of Accuracy

TABLE 16

99

SUMMARY OF ERRORS IN THE APRIL 1, 1960 POPULATION
ESTIMATES OF COUNTIES IN THE SIX-STATE ARFA,
CLASSIFIED BY ESTIMATION METHOD AND METROPOLITAN

STATUS, PREPARED BY COMPONENT METHOD II AND

THE VITAL RATES METHOD

Metropolitan Classification

Metropolitan Metropolitan

Counties Counties
Estimation with without Nonmetropolitan Total,
Method Central Cities Central Cities Counties 6 States
Total Absolute Log Differences
Method II ... _____. 60.321 23.330 1501.341 1584.992
Vital Rates Method .  63.454 23.302 1471.256 1558.012
Total ____.__.___. 123.775 46.632 2972.597 3143.004
Means of the Absolute Log Differences
Method II ________. 3.779 3.888 2.770 2.810
Vital Rates Method . 3.966 3.884 2.714 2.762
Total .. .. ___. 3.868 3.886 2.742 2.786
Standard Deviations of the Errors
Method IT _________ 42093 .63289 .58935 .62008
Vital Rates Method . .52008 .67306 .53829 58927
Total __ .. ______. .51851 65511 .56482 .60508
Coefficients of Variation of the Errors*
Method IT _________ 11.17 16.28 21.28 22.07
Vital Rates Method . 13.02 17.33 19.83 21.33
Total _.________. 13.41 16.86 20.60 21.72

1Y ==
percentage of the mean.

M lwm

(100), where the coefficient of variation gives the standard deviation expressed as a
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TABLE 17

County Population Estimates -

ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1, 1960
POPULATION ESTIMATES OF COUNTIES IN ARKANSAS,

IOWA, KANSAS, MISSOURI, NEBRASKA, AND OKLAHOMA,
PREPARED BY COMPONENT METHOD IT AND THE VITAL

RATES METHOD

Source Degrees

Sum

Calculated

of o of Mean Variance
Variation Freedom Squares Square Ratio
Total _______ . __________ Lo.-....1128  9,170.1269
R () . R .. 1 8,757.5125
R (due to Model | [,L) ,,,,,,,,,,,,,,,,, 17 92.8500
Estimation Methods [q. (adjusted)] I 1 .3072 3072 1.07
States R[o (adj.)] ---- o oo 5 6.2969 1.2594 437
Estimation Methods X States
Interaction Raw (adj.)] - - 5 2.5210 5042 1.75
Metropolitan Classification R[0 (ad] )] 2 16.7834 8.3917  29.13**
Estimation Methods X Metropolitan
Classification Interaction R[af (adj.)] . 2 .5923 .2962 1.03
Ratio of 1960 to 1950 Births
R[B (adj.)] -- . 1 17.2911  17.2911  60.02%*
Ratio of 1960 to 1950 Deaths
Ry (adj)] - - . 1 4306 4306 1.49
Error L. 1110 319.7644 .2881

*One and two asterisks indicate significance at the five and one percent levels, respectively.

1 Judged nonsignifcant.
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TABLE 18

101

SUMMARY OF ERRORS IN THE APRIL 1, 1960 POPULATION
ESTIMATES OF COUNTIES IN OKLAHOMA, PREPARED BY THE
VITAL RATES METHOD, COMPONENT METHOD II, AND

THE BOGUE-DUNCAN COMPOSITE METHOD

(MODEL 3)

Metropolitan Classification

Metropolitan Metropolitan
Counties Counties

with Central without  Nonmetropolitan

Estimation Method Cities Central Cities Counties Total
Total Absolute Log Differences

Method I _____ ____________. 8.199 e 218.117 226.316

Vital Rates Method _.__________ 7.831 _— 215.227 223.058

Bogue-Duncan Composite Method 8.127 - 212.659 220.786
Total __._ . _________.. 24.157 - 646.003 670.160

Means of the Absolute Log Differences

Method II _____________ ______ 4.100 - 2.908 2.939

Vital Rates Method _ ___________ 3.916 . 2.870 2.897

Bogue-Duncan Com mposite Method 4.064 I 2.835 2.867
Total ____ . . 4.026 - 2.871 2.901

Standard Deviations of the Errors

Method FI ______________._____ 511238 . .497951 .530324

Vital Rates Method . __________. 449012 ___ 572272 586215

Bogue-Duncan Composite Method .050200 ___ 613354 636390
Total __ . . _________. 317344 ___ 561492 .585779

Coefficients of Variation of the Errors*

Method IT ____________________ 12.47 - 17.12 18.04

Vital Rates Method ____________ 11.47 . 19.94 20.24

Bogue-Duncan Composite Method 1.24 - 21.64 22.20
Total __ . __________ . ___. 7.88 . 19.56 20.19

1

percentage of the mean.

PRI R

{100), where the coefficient of variation gives the standard deviation expressed as a



102 County Population Estimates -

TABLE 19
ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1,
1960 POPULATION ESTIMATES OF COUNTIES IN OKLAHOMA,
PREPARED BY THE VITAL RATES METHOD, COMPONENT
METHOD II, AND THE BOGUE-DUNCAN COMPOSITE METHOD

(MODEL 2)
Source Degrees Sum Calculated
of of of Mean Variance
Variation Freedom Squares Square Ratio
Total .. 231 2,023.1398
R () . 1 1,944.2182
R (due to Model | @) _...__________ 5 21.1006
Estimation Methods R[q(adjusted)] .2 .2007 .1003 <1
Population Density in 1950
R[B (adj.)] ____________________ 1 5.5307 5.5307 21.52%%
Ratio of 1960 to 1950 Births
R[B (adj)] - 1 8.5938 8.5938 33.44%*
Ratio of 1960 to 1950 Deaths
R[y (adj.)] --ome 1 .0950 .0950 <1
Error ... 225 57.8209 .2570

*One and two asterisks indicate significance at the five and one percent levels, respectively.

TABLE 20
ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1,
1960 POPULATION ESTIMATES OF COUNTIES IN OKLAHOMA,
PREPARED BY THE VITAL RATES METHOD, COMPONENT
METHOD II, AND THE BOGUE-DUNCAN COMPOSITE
METHOD (MODEL 3)

Source Degrees Sum Calculated
of of of Mean Variance
Variation Freedom Squares Square Ratio

Total .. 231 2,023.1398
R (W) oo 1 1,944.2182
Corrected Total . _________________. 230 78.9216
Metropolitan Classification _.___..____ 1 7.7969 7.7969 25.10%*
Error . 229 71.1247 .3106

*One and two asterisks indicate significance at the five and one percent levels, respectively.




Chapter VIII

EVALUATION OF ACCURACY TESTS

This chapter examines the conventional procedures employed in
tests of accuracy and discusses alternative procedures appropriate for
determining the accuracy of two or more estimation methods. The first
major section of this chapter is a critique of conventional evaluation
procedures. The second major section explores alternative evaluation
tests appropriate for determining estimation accuracy.

Critique of Conventional Evaluation Procedures

Chapter IIT demonstrated that the findings of published evaluations
of the accuracy of alternative methods of estimating county populations
were inconclusive. Apparently, the contradictory nature of the con-
flicting published results lay, at least in part, in the statistical pro-
cedures and assumptions used to determine the efficacy of different
estimation methods.

Published cvaluation tests established the accuracy of various estima-
tion methods in the following manner: First, the numerical differences
between the April 1 postcensal county population estimates and the
enumerated population from the Federal decennial census for each
county were computed (see Columns 3 and 6, Table 21); second, the
absolute percentage deviations by each estimation method were cal-
culated for each county by dividing the numerical differences by the
enumerated county population (Columns 4 and 7, Table 21); third,
the average (mean) absolute percentage deviations of each estimation
method for counties were computed for all specified counties in an area
or state; and fourth, the variance of the absolute percentage deviations,
the number of positive deviations, and the number of percentage devia-
tions exceeding some level (5 or 10 percent) were calculated.

103




104 County Population Estimates

The conventional method of determining the accuracy of various
estimation methods is illustrated in Table 21, where a simple case of 5
hypothetical counties is employed. In this illustrative example, the
April 1 postcensal county population estimates were prepared by two
alternative Methods A and B, using the previous decennial census year
as the base year. Then, the numerical differences between the post-
censal county population estimates and the enumerated population from
the Federal decennial census were obtained, as shown in Table 21.

Table 21 shows that the means of the absolute percentage devia-
tions of the five hypothetical counties were 52.6 percent for Method A
and 34.0 percent for Method B. According to the conventional procedure
of using the mean absolute deviations in determining the accuracy of
two or more estimation methods, Method B would be judged superior
to Method A. This would be an erroneous conclusion, since the “true”
mean errors were—1.1 for Method A and—14.3 for Method B (Table 21).

In Table 21, Method A was actually the more accurate estimation
method for the five hypothetical counties, for it overestimated their
total populations by only 40,000 persons, which was an overestimation
of only 1.1 percent. On the other hand, Method B overestimated the
total population of the five counties by 501,500 persons, which was an
overestimation of 14.3 percent. Thus, Method A was a more accurate
estimation technique than Method B, and was, therefore, the superior
method.

The procedures inherent in the statistical model formulated in
Chapter IV and applied in Chapters V and VII for testing the accuracy
of selected methods of estimating postcensal county population departed
from the conventional procedure followed in published evaluation tests.
In the procedure developed in Chapter IV and employed in Chapters
V and VII, the common logarithms of the positive difference (logy, of
the absolute difference) between the postcensal county population esti-
mates and Federal decennial census enumerations were taken. The posi-
tive (absolute) differences were used, for a logarithmic transformation
made this variable approximately normally distributed. Finally, the
multiple covariance model formulated in Chapter IV, as well as different
variations of it, was applied in Chapters V and VII in computing analyses
of variance of the logarithms. F- and t-tests were then made in testing
each of the stated null hypotheses, particularly the one that there were
no differences in the accuracy of the various estimation methods.

Table 21 reveals that the means of the common logarithms of the
absolute differences also indicated that Method A was superior to Method
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B, since the two respective log means were 4.241 and 4.320. Moreover,
the variance of the common logarithms for Method A was smaller than
for Method B, being .762 compared to 1.468, respectively. Therefore,
the findings based upon common logarithmic differences corroborated
the conclusion previously reached which was based upon the actual num-
erical differences for the five counties (Table 21).

One of the most serious inadequacies of the conventional method of
determining accuracy is that identical percentage deviations do not re-
flect identical numerical errors in county population estimates, since the
denominators of counties in the United States vary from a few hundred
population in sparsely inhabited rural counties to several million in-
habitants in large metropolitan counties. Thus, percentage deviations
depend to a greater extent upon the population size of a county rather
than upon the actual estimation error. Consequently, the absolute per-
centage deviations tend to decline proportionately as the population size
of counties increases, irrespective of the estimation technique employed.

Perhaps the greatest weakness of the conventional procedure is
that it is impossible to obtain the accurate mean percentage deviations
for all counties in a state which have unequal populations without re-
turning to the original county data, adding the actual numerators and
denominators of all counties, then dividing.! In Table 21, the “true”
means (both numerical and percentage) give entirely different con-
clusions than the means of the absolute percentage differences. When-
ever this occurs, F- and t-tests based upon absolute percentage deviations
of counties give erroneous results.

The above analysis has rather clearly shown (Table 21) that the
mean absolute percentage deviaiions provided inaccurate conclusions
about estimation accuracy for an example in which the population of
the five hypothetical counties varied greatly. On the other hand, this ex-
ample indicated that the common logarithms of the absolute differences
were valid measures of estimation errors. Accordingly, variance ratio
(F-tests) and t-tests based upon logarithmic transformations are efficient
parametric tests for determining significant differences.

Alternative Procedures Appropriate for Determining
Estimation Accuracy

Three of the possible appropriate measures of estimation errors (com-
mon logarithms of the absolute differences, the absolute differences, and

1 George W. Snedecor, Statistical Methods, Fifth Edition (Ames: The lowa State College
Press, 1956), pp. 32-34.
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the numerical differences with signs) were employed in Table 22 to
determine whether there were significant differences in the accuracy of
three methods in estimating the April 1, 1960 population of counties
in Oklahoma (see Table 14 for the actual 1960 county population esti-
mates, numeric, and logarithmic differences). The calculated variance
ratios in Table 22 gave identical conclusions for each of the three mea-
sures; consequently, there were no significant differences in the accuracy
of the three estimation methods of estimating the April 1, 1960 population
of counties in Oklahoma.

One can employ the median test, the bivariate extension of the Mann-
Whitney U test, and various other nonparametric tests in determining
the accuracy of the three different methods of estimating the April 1,
1960 population of Oklahoma counties. However, since all nonpara-
metric tests are less powerful than parametric tests, one can be confident
that nonparametric tests will never detect significant differences when
parametric tests fail to show significance. For this reason, there is no
point in proceeding to employ the less efficient nonparametric tests in
evaluating the 1960 population estimates of Oklahoma counties, for all
of them will give identical conclusions as did the three parametric tests
in Table 22. Even so, one of the most powerful nonparametric tests
was computed on the same set of Oklahoma county population estimates
data for illustrative purposes only. The Kruskal-Wallis one-way analysis
of variance technique based upon the ranks of the absolute differences
was applied to the three sets of April 1, 1960 Oklahoma county popula-
tion estimates (Table 23). This nonparametric test, of course, confirms
the conclusions previously established by the parametric tests.

Summary

This chapter gave a critique of the conventional procedure followed
in published tests of the accuracy of various estimation methods and
has shown that this method gave wrong conclusions in the illustrative
example. Also, this chapter described various parametric and non-
parametric tests which are appropriate for determining the accuracy of
alternative estimation methods. This chapter does not imply that one
apply a number of parametric and/or nonparametric tests to the same
set of county population estimates in determining the accuracy of various
estimation methods. On the contrary, only one appropriate test should
be selected and applied, and the conclusions should be based entirely
upon that one specified test. Nevertheless, the one particular test
selected for each analysis will be governed by the specific hypotheses one
proposes to test and will, of course, vary from one problem to another.
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TABLE 22

ANALYSIS OF VARIANCE OF ERRORS IN THE APRIL 1, 1960
POPULATION ESTIMATES OF COUNTIES IN OKLAHOMA,
PREPARED BY THE VITAL RATES METHOD, COMPONENT
METHOD II, AND THE BOGUE-DUNCAN COMPOSITE METHOD,

USING THREE DIFFERENT PARAMETRIC MEASURES OF

ESTIMATION ERRORS

Source Degrees Sum Mean Calculated
of o of Square Variance
Variation Freedom Squares Ratio
Common Logarithms of the Absolute Differences
Total e mcdceoo 231 2,023.1398
R () oo meeeeas 1 1,944.2182
Corrected Total . _________ _______ 230 78.9216
Estimation Methods R{alp) - ------ 2 .2008 1004 <1
Error . e oeaoo- 228 78.7208 .3453
Absolute Differences
Total L2 230 2,974,089,013
R(p) 1 710,363,018
Corrected Total . __ ..  ______ 230 2,263,725,995
Estimation Methods R(atlp) - ------ 2 1,064,413 532,207 <1
Error e e 228 2,262,661,582 9,923,954
Numerical Differences (with signs)

Total L _Ll_.__ 231 2,974,089,013
R () oo 1 2,001,641
Corrected Total . _____ . _________ 230 2,972,087,372
Estimation Methods R(ah_..) ________ 2 15,879,323 7,939,662 <1
Error . el 228 2,956,208,049 12,965,825
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TABLE 23

ANALYSIS OF VARTANCE OF ERRORS IN THE APRIL 1, 1960

POPULATION ESTIMATES OF COUNTIES IN OKLAHOMA,
PREPARED BY THE VITAL RATES METHOD, COMPONENT
METHOD II, AND THE BOGUE-DUNCAN COMPOSITE METHOD,
USING THE NONPARAMETRIC KRUSKAL-WALLIS! ONE-WAY

ANALYSIS OF VARIANCE BY RANKS OF THE
ABSOLUTE DIFFERENCES

Estimation Method

Component Method II Vital Rates C?x?li‘:):igull\lf:tnhod
SR, = 9,203.0 SR, — 8,863.0 SR, — 8,730.0
k
12 R2—3 (N+1)
N (N + 1) 71;—
i=1
346
H= — - = = 346. p <.90,
T 199999853
)
N3 —N

which is not significant at the five percent level.

N = 231;all Ny’s = 77; T = t* — t, where t = 2 tied in every case (4 cases); and H is
distributed approximately as chi-square, with df=k—1 (k=3).

1 Sidney Siegel, Nonparametric Statistics For the Behavioral Sciences (New York: McGraw-Hill
Book Company, Inc., 1956), pp. 185-193.



Chapter I1X

SUMMARY AND CONCLUSIONS

The purpose of this concluding chapter is to synthesize as concisely
as possible the pertinent materials presented in the preceding eight
chapters.

Chapter I placed the population estimation work reported in this
publication in its proper perspective. The April 1, 1960 six-state county
population estimates and tests of accuracy presented in this study con-
stitute only one phase of work of a major three-year research project
undertaken early in 1962. It was a cooperative pilot project encompassing
the six states of Arkansas, Jowa, Kansas, Missouri, Nebraska, and Okla-
homa.

It was pointed out that a basic problem confronting the regional
investigator and/or decision maker was inadequate, incomparable, or
nonexistent data. Thus, it was concluded that one of the essential next
steps in regional analysis is the generation and collection of reasonably
uniform, comprehensive data in a systematic framework. The six-state
project represents a modest effort along these lines. Owur reference to
the project as a pilot program reflects our conviction that such a frame-
work and data collection system for regional analysis must eventually
be nationwide. From the inception of the project, it has been our
hope that the cooperative six-state pilot project will provide support
for the emergence of a national program.

Chapter II described in detail the four most highly recommended
methods of preparing postcensal county population estimates: Component
Method II, the Vital Rates Method, the Bogue-Duncan Composite
Method, and the Census Variation of the Composite Method. Less
widely used methods were briefly covered.

Chapter III summarized the major findings of four of the most
comprehensive published tests of accuracy of alternative methods of

110
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estimating county population: Bureau of the Census evaluation tests for
selected metropolitan counties in 1950 and 1960; evaluations by the
Study Group on Postcensal Population Estimates, Public Health Confer-
ence on Records and Statistics, for counties in the four states of Montana,
Ohio, Oregon, and Pennsylvania in 1960; the Schmitt-Crosetti evalua-
tions for counties in the State of Washington in 1950; and the Goldberg-
Balakrishnan evaluations for counties in the State of Michigan in 1960.
These four studies gave conflicting results; for, in eight separate com-
parisons, six different estimation methods were purported to be the
most accurate.

Chapter IV formulated a statistical model for testing the accuracy
of four different methods of estimating county population. The model
was designed specifically for the purpose of establishing which one of
the four most highly recommended methods of estimating the April 1,
1960 population of counties in the six-state region was actually the most
precise estimation technique.

The procedure developed in Chapter IV for testing accuracy uses
the common logarithms of the absolute differences between the April 1
postcensal county population estimates and April 1 decennial census
enumerations and employs parametric tests (F- and t-tests) for significant
differences. The statistical procedure developed in this chapter for
testing the accuracy of alternative estimation methods is one of the
major methodological contributions of this study, as it departs from
the conventional procedures used prior to this time. Moreover, it over-
comes the inherent deficiencies of the statistical procedures and assump-
tions employed in conventional tests of accuracy.

Chapter V applied five specific variations of the basic statistical
model developed in Chapter IV to test the accuracy of various methods
of estimating county population. Three preliminary tests of accuracy
conducted in Chapter V were made on county population estimates
prepared by the Bureau of the Census for metropolitan counties in 1950
and 1960 and two preliminary tests on estimates prepared by the Study
Group on Postcensal Population Estimates, Public Health Conference on
Records and Statistics, for counties in Montana, Ohio, Oregon, and Penn-
sylvania in 1960. In the five separate analyses undertaken in this
chapter, no significant differences were found in the accuracy of the
various methods of estimating county population.

The testing of these various estimation methods served as pre-
liminary tests of the basic statistical model, and the tests were used
specifically for the purpose of determining the complexity of the statis-
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tical model as well as for determining the basis for contradictory findings
reported in previous studies about the accuracy of various estimation
methods.

Chapter VI described the 1950 to 1962 population censuses and
population estimates of counties in the six-state area existing at the time
this research project was initiated in 1962. No April 1, 1960 population
estimates for counties in all six states were available at the time the study
began. Therefore, it was necessary to develop April 1, 1960 estimates
for the 564 counties by selected estimation methods for the proposed
evaluation test. The plan was to employ the four most highly recom-
mended methods (Component Method 11, the Vital Rates Method, the
Bogue-Duncan Composite Method, and the Census Variation of the
Composite Method) in estimating the April 1, 1960 population of all
counties, and then to employ the most accurate estimation method in
developing the annual July 1, 1950 to 1962 county population estimates
for the six-state area. The original plan could not be achieved in its
entirety, since it was impossible to obtain the required basic data to
make the April 1, 1960 population estimates of Arkansas and Nebraska
counties by the two composite methods. Therefore, it was necessary to
limit the tests of accuracy in the entire six-state area to only Component
Method II and the Vital Rates Method. The basic input data necessary
for making the April 1, 1960 county population estimates were assembled,
and the actual estimates were prepared.

Chapter VII evaluated the accuracy of Component Method II and
the Vital Rates Method in estimating the April 1, 1960 population of
counties in Arkansas, Iowa, Kansas, Missouri, Nebraska, and Oklahoma.
Also, this chapter evaluated the accuracy of Component Method 11, the
Vital Rates Method, and the Bogue-Duncan Composite Method in esti-
mating the April 1, 1960 population of counties in Oklahoma. The tests
uniformly indicated that there were no significant differences in the
accuracy of the estimation methods tested. On the basis of these findings,
Component Method II was used to prepare annual July 1, 1950 to 1962
population estimates for all 564 counties in the six-state area because it
provided detailed components of population changes. These annual
county estimates were then proportionately adjusted to sum to the
official annual state population estimates prepared by the Bureau of the
Census. The last section of Chapter VII described some of the data
limitations affecting annual 1950 to 1962 county population estimates in
the six states.

Finally, Chapter VIII examined the assumptions inherent in the
evaluation tests for determining the accuracy of different estimation
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methods. It demonstrated rather conclusively that the mean absolute
percentage deviations employed in published evaluation tests gave er-
roneous findings when counties have highly divergent total populations.
Likewise, it showed that the absolute percentage estimation errors de-
clined proportionately as the population size of counties increased. In
contrast, every empirical test conducted in Chapters V and VII except
one showed that the absolute estimation errors increased directly as
the population size of the county (population density) increased.

Also this chapter presented various parametric and nonparametric
tests which are appropriate for establishing the accuracy of two or more
estimation methods for the same group of counties. Finally, it gave an
illustrative example of one of the most efficient nonparametric tests for
determining estimation accuracy—that of the Kruskal-Wallis one-way
analysis of variance based upon ranks.

Recapitulating, Chapters V and VII examined errors in April 1, 1950
and April 1, 1960 county population estimates prepared by six different
methods. Eight different multiple covariance models were used in the
analysis of covariance of the common logarithms of the absolute differ-
ences between the county population estimates and census enumera-
tions. The stated objectives of the proposed tests of accuracy were ac-
complished by applying one of the most precise analytical techniques
known—that of the least squares method of solving simultaneous equa-
tions. From the findings of the eight different evaluation tests con-
ducted in this study, the following six specific major conclusions
were drawn:

First, there were nc significant differences in the accuracy of the
different estimation methods. In each of the tests, the differcnces were
too small to be significant at the five percent level. Parametric and
nonparametric tests, using different measures of estimation errors, gave
identical conclusions.

Second, errors in county population estimates increased directly as
the population density of the counties in the previous census decade in-
creased. Therefore, the larger the population size of the county, the
greater was the estimation error.

Third, the population estimates of nonmetropolitan counties in the
six-state region had significantly smaller errors than the population esti-
mates for metropolitan counties with central cities and the suburban
metropolitan counties. However, the differences in estimation errors
for the two types of metropolitan counties were not significant. More-
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over, the interaction of estimation methods and metropolitan classifica-
tion was not significant.

Fourth, the 1960 population estimates of metropolitan counties in
the United States by the Vital Rates Method and Component Method II
were more accurate than the 1950 estimates by the same two methods.

Fifth, there were significant differences among the states of Montana,
Ohio, Oregon, and Pennsylvania in the accuracy of county population
estimates: errors in county estimates for Montana were significantly
smaller than for counties in Oregon, Ohio, and Pennsylvania; and errors
in the county estimates for Oregon were significantly smaller than for
counties in Ohio. Apparently two major factors account for these signifi-
cant differences: one, the school data used in the Component Method 11
county population estimates in Ohio and Pennsylvania were unreliable;
and two, the number of people per county was much higher in Ohio
and Pennsylvania than in Montana and Oregon, thus the estimation
errors were larger for Ohio and Pennsylvania.

Sixth, errors in county population estimates became progressively
larger as the ratios of 1960 to 1950 births and deaths increased.

The failure to detect significant differences in the accuracy of the
various methods in estimating county populations was an unanticipated
finding, since published evaluation tests indicated actual differences.
The Bogue-Duncan Composite Method was found to give smaller estima-
tion errors than either the Vital Rates Method or Component Method 11
for the Oklahoma nonmetropolitan counties, even though the differ-
ences were not significant. Component Method II was more accurate
than the Vital Rates Method in estimating the population of metropolitan
counties with central cities in the six-state region, although the differ-
ences between the two methods were not significant. Moreover, the
Vital Rates Method gave smaller errors than Component Method II in
estimating the population of suburban metropolitan and of nonmetro-
politan counties in the six-state area, although the differences were not
significant.

The major findings of the evaluation tests carried out in this study
appear rather consistent from one test to another. Finally, the statistical
procedure formulated in this study for testing the accuracy of different
methods of estimating population is the major methodological contribu-
tion of this pubilcation. The technique developed for determining ac-
curacy, as well as other recommended parametric and nonparametric
tests which are appropriate for testing accuracy, depart from the conven-
tional procedures employed prior to this time (which use average abso-
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lute percentage errors to gauge accuracy) and overcome the deficiences
inherent in the conventional tests. This study has shown that the per-
centage errors in population estimates depend to a greater extent upon
the population size of counties than upon actual estimation error. Con-
sequently, absolute percentage errors tend to decline as the population
size of counties increases, irrespective of the estimation method used.



